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� Do as your neighbours are doing

Vicsek Model

Vicsek et al. Phys Rev Lett (1995)Vicsek et al. Phys Rev Lett (1995)











Vicsek Model
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Random walkers Flock



� For Flocking quantity to be optimized : 
Number of neighbours

� We use stochastic optimization techniques

Goal of the study



Reinforcement Learning

Sutton and Barto (1998)Sutton and Barto (1998)



RL in multi agent system :
States, Actions



RL in multi agent system :
States, Actions

State label : 30



RL in multi agent system :
States, Actions

State label : 30
Possible Actions : 0-31



RL in multi agent system :



RL in multi agent system :
Reward for individual agents
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RL in multi agent system
Q-update rule

C. Watkins (1992)C. Watkins (1992)
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� Each agent begins in a box each with its 
own Q-matrix ( initially flat)

� DO T=0, T=T_max
�    Observes the state s
�    Chooses action a
�    Updates position and orientation
�    Receives reward
�    Update Q-matrix
� End DO

Q-learning
Episode
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1 Q*(1,1) Q*(1,2) …
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Preliminary Results

In the beginning In the end



Preliminary Result
Average Reward with episodes



Preliminary Results
Best a for s in Q-matrix



Preliminary Results
Best a for s in Q-matrix



Preliminary Results
Max (Q(s,a))





Preliminary Results
Order parameter with Episodes

Order parameter :



Preliminary Results
Order parameter with Episodes



Preliminary Results
Policies



� Multi-agent system optimizing aggregation 
formed highly polar ordered state.

Conclusion



� Restricting the set of actions
� Changing the reward schemes
� Changing the percept

Next plans






