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ABSTRACT

We performed numerical simulations to study the response of magnetohydrodynamics (MHD) to

large-scale stochastic forcing mechanisms parametrized by one parameter, 0 ≤ a ≤ 1, going from

direct injection on the velocity field (a = 1) to stirring acts on the magnetic field only (a = 0). We

study the multi-scale properties of the energy transfer, by splitting the total flux in channels mediated

by (i) the kinetic non-linear advection, (ii) the Lorentz force, (iii) the magnetic advection and (iv)

magnetic stretching term. We further decompose the fluxes in two sub-channels given by heterochiral

and homochiral components in order to distinguish forward, inverse and flux-loop cascades. We show

that there exists a quasi-singular role of the magnetic forcing mechanism for a ∼ 1: a small injection

on the magnetic field a < 1 can strongly deplete the mean flux of kinetic energy transfer throughout

the kinetic non-linear advection channel. We also show that this negligible mean flux is the result

of a flux-loop balance between heterochiral (direct) and homochiral (inverse) transfers. Conversely,

both homochiral and heterochiral channels transfer energy forward for the other three channels. Cross

exchange between velocity and the magnetic field is reversed around a = 0.4 and except when a ∼ 1

we always observe that heterochiral mixed velocity-magnetic energy triads tend to move energy from

magnetic to velocity fields. Our study is an attempt to further characterize the multi-scale nature of

MHD dynamics, by disentangling different properties of the total energy transfer mechanisms, which

can be useful for improving sub-grid-modelling.

1. INTRODUCTION

The turbulent dynamics of conducting fluids such as

liquid metals and plasmas in the one-fluid approxima-

tion, are relevant to a variety of observed phenomena in

astro- and geophysical fluid dynamics. The most perti-
nent examples are stellar and planetary dynamos (Mof-

fatt 1978; Parker 1979; Brandenburg & Subramanian

2005; Tobias et al. 2013), the granulation in the solar

convection zone (Leighton et al. 1962; Leighton 1963;

Bray et al. 1984; Rieutord & Rincon 2010), and tur-

bulence in the solar wind and Earth’s magnetosheath

(Barnes 1979; Tu & Marsch 1995; Goldstein et al. 1995;

Bruno & Carbone 2005). All these systems can be de-

scribed to a good approximation by the equations of

magnetohydrodynamics (MHD), albeit at different pa-

rameter ranges, and potentially coupled to additional

evolution equations. The magnetic activity of the Sun,

for instance, originates from the solar tachocline (Mi-
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esch 2005) and the main features of its dynamics can

be well described by an ideal, i.e. dissipationless, MHD

shallow-water model (Gilman 2000; Dikpati & Gilman

2001). The latter highlights an important unresolved

challenge in astrophysical fluid dynamics - both mag-
netic and fluid Reynolds numbers are usually very high,

leading to turbulent dynamics on scales much too small

to be adequately resolved in numerical simulations. The

parameter ranges are way beyond the capabilites even

for optimised codes running on state-of-the-art high-

performance computing facilities. Observational stud-

ies give very important insights (Tu & Marsch 1995;

Horbury et al. 2005; Chen 2016; Bruno & Carbone

2013; Matthaeus et al. 2019; Klein et al. 2019), however

the data acquisition process is complex and high-order

statistics are difficult to measure precisely.

To further disentangle the complexity of MHD tur-

bulence, a better understanding of the intricate multi-

scale transfer of inertial conserved quantities as the total

energy, the magnetic and the cross helicity is manda-

tory (Mininni 2011; Biskamp 2003; Galtier 2016; Zhou

et al. 2004; Alexakis & Biferale 2018). The overall global
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picture might strongly depend on the injection proper-

ties, being the three conserved quantities dynamically

correlated. As a result, systematic studies at vary-

ing one or a few control parameters, connected to the

properties of the stirring mechanisms are important for

both fundamental and applied interests, e.g. concerning

the issue of universality - independence of the forcing -

and small-scale modelling (Alexakis 2013; Bian & Aluie

2019; McKay et al. 2017; Zhou & Vahala 1991; Müller &

Carati 2002; Chernyshov et al. 2010; Kessar et al. 2016;

Miesch et al. 2015).

In recent years, it has become more and more clear

that global measurements based on spectra and mean

fluxes do not allow for a precise disentanglement of the

physics mechanisms underlying the multi-scale trans-

port, e.g. direct or inverse energy cascades can have

the same spectral properties. In MHD turbulence the

situation is particularly complicated, as the interaction

of magnetic and velocity fluctuations can proceed in dif-

ferent parameter regimes. A background magnetic field

or different levels of cross- and magnetic helicities, for

instance, have measureable effects on the value of the

scaling exponent of magnetic and kinetic energy spec-

tra. The complexity of the problem is reflected in the

considerable effort that has been put upon measuring

and understanding spectral scaling and other second-

order statistics for the incompressible case (Iroshnikov

1964; Kraichnan 1965; Matthaeus & Zhou 1989; Gol-

dreich & Sridhar 1995; Müller & Biskamp 2000; Galtier

et al. 2000, 2002; Boldyrev 2005a,b; Mason et al. 2006;

Boldyrev et al. 2009; Beresnyak & Lazarian 2009; Grap-

pin & Müller 2010). More recently, effects specific

to compressible flows have been quantified (Teissier &

Müller 2020; Grete et al. 2020).

Similarly, even the sign of the total flux does not fully

summarise the entire flow dynamics, we know exam-

ples where the mean flux is vanishing because of the

result of strong counter-reacting positive and negative

transfers, the so-called flux-loop case, which is obvi-

ously very far from a quasi-equilibrium state (Alexakis

& Biferale 2018). Similarly, in the purely hydrody-

namic case of Navier-Stokes equations, it is known that

homochiral and heterochiral Fourier interactions trans-

fer energy in opposite directions across scales, even in

purely 3d homogeneous and isotropic turbulence (Wal-

effe 1993; Biferale et al. 2012). Such subtle refinements

in the description of the energy transfer properties are

interesting also from an applied point of view, open-

ing the way for controlling both small and large scale

flow behaviours by suitable forcing properties, aimed to

switch on/off some energy transfer sub-channel.

In this paper we focus on the multi-scale properties

of the energy transfer for 3d MHD under isotropic and

homogeneous conditions. In particular, we present the

results from a series of direct numerical simulations to

study the response of the conducting fluid to a family of

large-scale stochastic forcing mechanisms parametrised

by one single parameter, 0 ≤ a ≤ 1, where a = 1 means

forcing only on the kinetic channel and a = 0 only on

the magnetic one. We study the multi-scale proper-

ties of the energy transfer, using two different levels of

splitting. First, we analyze the properties of the four

sub-classes (channels) given by (i) the kinetic non-linear

advection, (ii) the Lorentz force, (iii) the magnetic ad-

vection and (iv) magnetic stretching term. Second, we

further decompose each of the four fluxes in two sub-

channels given by heterochiral and homochiral compo-

nents in order to distinguish forward, inverse and flux-

loop cascades. The main results are: (i) the mean energy

transferred by the kinetic advection channel is strongly

depleted as soon as we switch on a small injection on the

magnetic field; (ii) this negligible mean flux is the result

of a flux-loop balance between heterochiral (direct trans-

fer) and homochiral (inverse transfer); (iii) heterochiral

transfers are strongly affected by the relative amount

of magnetic/kinetic forcing; (iv) we observed that the

velocity-magnetic energy exchange mediated by mixed

triads tends to move energy from magnetic to velocity

fields.

The article is organised as follows. In Sec. 2 we present

our numerical dataset. In Sec. 3 we describe the results

obtained by splitting the total flux in four components

and in Sec. 4 how the ones obtained after a further

decomposition in heterochiral and homochiral channels.

Results concerning the exchange between kinetic and

magnetic fields can be found in Sec. 4.1 and the ones

for small-scale fluctuations in Sec. 4.2

2. DESCRIPTION OF THE DATASET

To study the effect of large-scale forcing mechanisms

on the multiscale properties of MHD, we conduct di-

rect numerical simulations of the incompressible MHD

equations

∂v

∂t
+ (v · ∇)v = −∇pM + (b · ∇) b + ν∆v +

√
afv,

(1)

∂b

∂t
+ (v · ∇) b = (b · ∇)v + η∆b +

√
1− afb, (2)

∇ · v = 0, ∇ · b = 0. (3)

where v, b, pM = p + |b|2/2, ν and η denote the ve-

locity, the magnetic field, the total pressure, the kine-

matic viscosity and the magnetic resistivity, respectively.
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The velocity and magnetic fields are driven respectively

by
√
afv and

√
1− afb at the first two wave numbers,

where fv and fb are random, Gaussian-distributed and

δ(t)-correlated forces and 〈|fv|2〉 = 〈|fb|2〉. As a result

the total energy input:

a〈|fv|2〉+ (1− a)〈|fb|2〉 = εinv + εinb = εin = const. (4)

is independent of a. Modifying the parameter a allows

us to construct an injection mechanism from purely me-

chanical, a = 1, to purely magnetic, a = 0. A first visual

understanding of our set-up can be seen in Fig. 1, where

we show a 3d rendering of kinetic and magnetic energy

distribution in the whole volume for three characteristic

values, a = 0, 0.5, 1. The presence of some unbalance

between purely kinetic and purely magnetic forcing is

detectable even by naked eyes, our goal is to quantify

and go deeper into the entangled dynamics at changing

the forcing properties a.

From a practical point of view, we numerically solved

eqs. (1)-(3) on a cubic domain Ω = [0, 2π]3 with pe-

riodic boundary conditions in all directions using the

standard pseudo-spectral method with dealiasing by the

two-thirds rule. The fields were advanced in time by

a second-order Adam-Bashforth scheme. All runs dis-

cussed here were carried out using 512 collocation points

in each direction. The simulations were initialized by

supplying randomly generated velocity and magnetic

field fluctuations at wavenumbers 1 ≤ |k| ≤ 5, with

spectra proportional to 1/
[
1 + (k/k0)11/3

]
with k0 = 3.

Magnetic and kinetic energies were initially in equipar-

tition in all cases, where Ev = 0.5 and Eb = 0.5. The

magnetic Prandtl number is Pm = ν/η = 1 for all sim-

ulations, and we did not impose an external mean mag-

netic field. The cross-helicity σc = 2〈v · b〉/〈|v|2 + |b|2〉,
though not exactly zero, is very small. So here we will
be studying the energy transfer in simplified cases, lack-

ing complexities that cross-helicity might introduce. In

Fig. 2 we show the time evolution of the kinetic and

magnetic energy at changing the control parameter, a.

As one can see, all runs reached a stationary state after a

time of the order of ∼ 2T , where T = Lv/U is the large-

eddy turnover time, U =
√

2Ev/3 is the r.m.s. velocity,

Lv =
[∑

k k
−1Ev(k)

]
/Ev is the kinetic integral length

scale and Ev(k) is the kinetic energy spectrum. Note

that the large-eddy turnover times for the runs are dif-

ferent (see Table 1), and the time throughout the paper

will be in units of the characteristic time T of R1. All

our analysis will be limited in the statistically stationary

interval, i.e. from t/T = 6.25 to t/T = 12.5, where we

used 31 equispaced snapshots. Further details on simu-

lation parameters and main observables are summarised

in Table 1.

Figure 1. Visualizations of (unaveraged) kinetic (left) and
(unaveraged) magnetic (right) energy distributions for a =
0.00, a = 0.50 and a = 1.00 at t/T = 6.9.

In the inset of Fig. 2 we show also the evolution of the

kinetic and magnetic Taylor-scale Reynolds numbers,

Revλ =
Uλv
ν

, (5)

Rebλ =
Uλb
η
, (6)

where λv = U/ωrms and λb = B/jrms are the kinetic and

magnetic Taylor microscales respectively, B =
√

2Eb/3

is the r.m.s. magnetic magnitude, and ωrms and jrms

are the rms vorticity ω = |∇ × v| and current density

j = |∇ × b| respectively. In Fig. 3 one can find the

averaged values for all the above quantities, evaluated

on the stationary regime as indicated by the vertical

dashed lines in Fig. 2. Fig. 4 shows the kinetic and
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id N a RevL RebL Revλ Rebλ Ev Eb εv εb T kmaxηv

R1 512 0.00 1663 4506 105 141 1.69 3.87 0.87 1.10 2.40 1.65

R2 512 0.20 1665 3366 105 127 1.64 3.14 0.82 1.07 2.47 1.68

R3 512 0.25 1675 3317 105 126 1.67 3.16 0.84 1.10 2.44 1.67

R4 512 0.30 1694 3224 106 128 1.63 2.92 0.79 1.03 2.54 1.70

R5 512 0.40 1802 2865 109 122 1.69 2.81 0.80 1.07 2.59 1.69

R6 512 0.50 2081 2721 117 122 1.83 2.72 0.82 1.12 2.75 1.68

R7 512 0.70 2244 2247 122 115 1.88 2.42 0.80 1.16 2.90 1.69

R8 512 0.75 2376 2269 125 116 1.94 2.43 0.80 1.17 2.99 1.69

R9 512 0.80 2585 1731 131 107 1.96 2.02 0.75 1.16 3.21 1.72

R10 512 0.90 2716 1630 134 104 2.00 2.01 0.75 1.24 3.29 1.72

R11 512 0.95 3148 1162 144 94 2.04 1.60 0.68 1.24 3.72 1.76

R12 512 1.00 6486 427 207 72 2.60 0.78 0.53 1.30 6.07 1.87

Table 1. Parameters and key observable for all simulations: grid size N3, forcing parameter a, kinetic and magnetic integral-
scale Reynolds numbers RevL = ULv/ν and RebL = ULb/η where U =

√
2Ev/3 is the rms velocity and Lv =

[∑
k k
−1Ev(k)

]
/Ev

and Lb =
[∑

k k
−1Eb(k)

]
/Eb are the kinetic and magnetic integral length scales respectively, kinetic and magnetic Taylor-

scale Reynolds numbers Revλ = Uλv/ν and Rebλ = Uλb/η where λv and λb are the kinetic and magnetic Taylor microscales
respectively, kinetic energy Ev, magnetic energy Eb, kinetic dissipation rate εv, magnetic dissipation rate εb, large-eddy turnover
time T = Lv/U , the largest resolved wavenumber kmax = N/3, and kinetic Kolmogorov microscale ηv = (ν3/εv)1/4. All
observables are time averaged.
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Figure 2. Time evolution of magnetic (top) and kinetic
(bottom) energies as functions of a. Insets: time evolution
of the Taylor-scale Reynolds numbers as functions of a are
shown in the insets. The interval used in the data analyses
is indicated by the vertical lines.

magnetic energy spectra

Ev(k) =
1

2

∑
|k|=k

〈
|v̂(k, t)|2

〉
t
, (7)

Eb(k) =
1

2

∑
|k|=k

〈
|b̂(k, t)|2

〉
t
, (8)

where 〈· · · 〉t denotes a time average over 31 snapshots

and ·̂ the Fourier transform.

As can be seen from the spectra, the variation of a

is mostly visible at the large magnetic scales, while the

large-scale dynamics of the velocity field is weakly af-

fected, at least at the level of energy spectra. The kinetic

energy spectrum shows some difference in the inertial-

range scaling and amplitude. For both magnetic and

kinetic energy spectra, we note that a = 1.00, that is,

fully mechanical forcing is quasi-singular in appearance,

in the sense that significant differences in the spectra are
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Figure 3. Time-averaged Taylor-scale Reynolds numbers
and magnetic and kinetic energies as functions of a. The
error bars show the standard error.

discernible between a = 1.00 and a = 0.95. For smaller

values of a the spectra show little variation. The over-

all picture emerging from these few quantitative results

confirm what already said in the previous text: it is very

difficult, if not impossible, to disentangle the intricate

multi-scale properties of the conducting flow by looking

only at mean global properties based on spectra. In or-

der to overcome this limitation, in the following section

we will introduce the multi-channel flux decomposition

as anticipated in the introduction.

3. FLUX DECOMPOSITION: KINETIC, LORENTZ,

MAGNETIC ADVECTION, MAGNETIC

STRETCHING

In order to study the multi-scale energy dynamics all

vector fields must be decomposed into large and small-

scale components. To do so, we apply a filtering opera-

tion to all terms in eqs. (1) and (2) (Zhou & Vahala 1991;

Kessar et al. 2016; Yang et al. 2016; Aluie 2017; Offer-

mans et al. 2018). In what follows, we briefly summarise

the main procedure, for the derivations and further de-

tails see (Kessar et al. 2016; Aluie 2017; Offermans et al.

2018). Given a filter kernel G`, the filtered component

of a square-integrable function ϕ(x) in the domain Ω, is

defined as

ϕ`(x) ≡
∫

Ω

dy G` (x− y)ϕ(y) =
∑
k∈Z3

Ĝ`(k)ϕ̂(k)eikx,

(9)

where ` is the filter width. Several choices of G, such

as Gaussian filters, top hat filters or Galerkin projectors

may be used to decompose a given function into large-

scale and small-scale components. For the present study,
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Figure 4. Magnetic (top) and kinetic (bottom) compen-
sated energy spectra for different values of a, where a = 1.00
corresponds to fully mechanical forcing and a = 0.00 to fully
electromagnetic forcing. The spectra have been averaged
over 31 configurations during the statistically stationary evo-
lution.

G` is a spherically symmetric Galerkin projector

Ĝ`(k) =

1 if |k| 6 kc ,

0 if |k| > kc ,
(10)

where kc = π/`. Galerkin projectors have a number

of advantages and disadvantages. On the positive side,

the projection operation results in a clear distinction be-

tween sub-filter and resolved scales, and the sub-filter-

scale energy fluxes calculated with respect to the projec-

tor coincide exactly with the classically defined Fourier

fluxes. Drawbacks are mainly concerned with filter-

induced oscillations in configuration space that result

in sub-filter-scale stresses that are not positive definite

(Vreman et al. 1994). However, the statistics of the sub-

filter-scale energy transfer calculated through Gaussian

smoothing or Galerkin projection vary little for Navier-

Stokes turbulence (Buzzicotti et al. 2018).

The filtered MHD equations read

∂tv
`
i =− ∂j

(
v`iv

`
j

`
− b`ib

`

j

`

+ τ `,Iij − τ `,Mij + p`δij

)
+ ν∂jjv

`
i +
√
a fvi

`
, (11)

∂tb
`

i =− ∂j
(
b
`

iv
`
j

`

− v`ib
`

j

`

+ τ `,Aij − τ `,Dij
)

+ η∂jjb
`

i +
√

1− a fbi
`
, (12)

where we sum over repeated indices and

τ `,Iij =vivj
` − v`iv`j

`
, (13)

τ `,Mij =bibj
` − b`ib

`

j

`

, (14)

τ `,Aij =bivj
` − b`iv`j

`

, (15)

τ `,Dij =vibj
` − v`ib

`

j

`

, (16)

denote the inertial (I), Maxwell (M), advective (A) and

dynamo (D) subfilter-scale stresses, respectively. De-

spite their common origin through the electric field in

the induction equation, we here treat τ `,Aij and τ `,Dij sep-

arately, in order to disentangle the effects of magnetic-

field-line advection, encoded in τ `,Aij , and magnetic-field-

line stretching, encoded in τ `,Dij . Usually, the mag-

netic sub-scale stress refers to the difference τ `,Aij − τ `,Dij
(Aluie 2017; Offermans et al. 2018). Equations (11)

and (12) differ from expressions for the filtered MHD

equations found elsewhere by an additional projection

of the coupling terms. The latter ensures that the dy-

namics defined by eqs. (11) and (12) are confined to

the same finite-dimensional subspace Ω` of the origi-

nal domain Ω (Buzzicotti et al. 2018; Offermans et al.
2018). At first sight, this formulation suggests that

the corresponding evolution equations for kinetic and

magnetic energy feature terms that are not Galilean

invariant, which ought to be avoided as the measured

subfilter-scale energy transfers otherwise include un-

physical fluctuations (Aluie & Eyink 2009a,b; Buzzicotti

et al. 2018). However, the energy balance equations can

be expressed in an alternative way by including terms

that vanish under spatial averaging and ensure Galilean

invariance of all terms (Buzzicotti et al. 2018; Offermans

et al. 2018). For a statistically stationary evolution, the

spatio-temporally averaged energy budget can then be

written as
√
a
〈
v`ifvi

`
〉

= Π`
I −Π`

M − π`M + ε`v , (17)

√
1− a

〈
b
`

ifbi
`
〉

= Π`
A −Π`

D − π`D + ε`b , (18)
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where ε`v = ν〈∂jv`i∂jv`i〉 and ε`b = η〈∂jb
`

i∂jb
`

i〉 are the

filtered kinetic and magnetic dissipation rates, respec-

tively, and π`D = −
〈

(∂jb
`

i)v
`
ib
`

j

〉
=
〈

(∂jv
`
i)b

`

ib
`

j

〉
=

−π`M , are terms that convert kinetic to magnetic en-

ergy (π`D) and vice versa (π`M ), and

Π`
I = −

〈
(∂jv

`
i)τ

`,I
ij

〉
, (19)

Π`
M = −

〈
(∂jv

`
i)τ

`,M
ij

〉
, (20)

Π`
A = −

〈
(∂jb

`

i)τ
`,A
ij

〉
, (21)

Π`
D = −

〈
(∂jb

`

i)τ
`,D
ij

〉
, (22)

denote the four proper energy fluxes, in the sense that

they vanish in the limit ` → 0, as can be seen from

eqs. (13)-(16). If positive, the inertial and Maxwell

fluxes, Π`
I and −Π`

M transfer kinetic energy from scales

larger than or equal to ` to scales smaller than ` and

vice versa if negative, while the advective and dynamo

fluxes, Π`
A and −Π`

D, do so with magnetic energy. Note

that there is no interscale energy conversion as the con-

version terms π`M and π`D only involve filtered fields, as

such they are known as resolved-scale conversion terms

(Aluie 2017). The total energy flux is then given by the

sum

Π` = −π`D − π`M︸ ︷︷ ︸
= 0 ∀ `

+Π`
I −Π`

M + Π`
A −Π`

D . (23)

3.1. Flux decomposition: numerical results

In this section we start by looking at the response

of the four energy fluxes (19-22) at changing the forc-

ing input parameter, a, as shown in Fig. 5. As one

can see, the first important result is given by the net

transition of Π`
I when a < 1, where the total energy

transfer along this channel becomes almost vanishing

at all scales (top left panel). A depletion of the iner-

tial flux to almost zero in MHD turbulence subject to

partially magnetic large-scale forcing had already been

observed by Alexakis (2013) at Revλ ≈ 300 for a = 0.8

and a ≈ 0.86. In both cases the magnetic forcing was

helical, with a relative helicity ρ = 0.31 for a = 0.8 and

ρ = 0.5 for a ≈ 0.86. An injection of magnetic helicity

and the subsequent local-in-scale generation of kinetic

helicity (Linkmann et al. 2017) lead to a depletion of

nonlinearity close to the injection scale. Here, both forc-

ing functions are non-helical, hence the combination of

the calculations by Alexakis (2013) with those reported

here suggest that the depletion of the inertial flux is a

generic feature of magnetically forced MHD turbulence,

irrespective of helicity injection. As a result, the energy

injected by the large-scale forcing on the velocity field

is transferred to small scales only via the Lorentz con-

tribution, i.e. the −Π`
M term (top right panel), which is

pretty independent on the a value. The sign conventions

for Π`
M and Π`

D reflect signs which occur in eqs. (17) and

(18). For a 6 0.5 (magnetically dominated forcing) an

inertial range in Π`
A develops, indicating a direct cascade

of magnetic fluctuations, see bottom left panel of Fig. 5,

typical of the physics of a passive vector advected by a

turbulent flow and a signature that the direct contribu-

tion of the forcing on the induction equation introduces

an important ‘linear’ component in the magnetic trans-

fer (Kraichnan 1994; Vergassola 1996; Chertkov et al.

1999). At these values of a the inertial transfer Π`
I is

very depleted despite the large-scale conversion of b→ v,

see top left panel of Fig. 5. The marked change for a < 1

have also a clear counterpart in the spectral scaling as

seen by comparison of the energy spectra shown in Fig. 4

between a = 0.95 and a = 1.00. The dynamo contribu-

tion −Π`
D (bottom right panel) does not develop any

clear systematic plateau across wavenumbers. Its ten-

dency to be more active at smaller and smaller k by

decreasing a might results from the effect of increasing

magnetic energy injection at large scales.

4. HOMOCHIRAL AND HETEROCHIRAL

SUB-CHANNELS

Any solenoidal vector field can be decomposed in posi-

tively and negatively helical components (Waleffe 1992):

v(x, t) = v+(x, t) + v−(x, t) (24)

b(x, t) = b+(x, t) + b−(x, t) , (25)

where

v±(x, t) ≡
∑
k

(
v̂k(t) · h±k

)
h±k e

ik·x (26)

b±(x, t) ≡
∑
k

(
b̂k(t) · h±k

)
h±k e

ik·x (27)

where h±k are eigenfunctions of the curl operator ik×(·)
with eigenvalues ±1. As a result, plugging the decompo-

sition (24-25) in (11-12) one gets different expressions for

the spatio-temporally averaged energy sub-fluxes which

can be reduced to homochiral or heterochiral contribu-

tions, depending whether the three fields entering in the

expressions (19-22) have all the same chirality or there is

one with opposite chirality of the other two (for details

see Appendix A). As a result, the energy balance across
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Figure 5. Decomposed fluxes for different values of a, normalized with the total energy dissipation rate ε = εv + εb. Top left:
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error bars show the standard error.
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scale can be further refined to:

√
a
〈
v`ifvi

`
〉

=
(

Πho,`
I + Πhe,`

I

)
−
(

Πho,`
M + Πhe,`

M

)
−
(
πho,`M + πhe,`M

)
+ ε`v , (28)

√
1− a

〈
b
`

ifbi
`
〉

=
(

Πho,`
A + Πhe,`

A

)
−
(

Πho,`
D + Πhe,`

D

)
−
(
πho,`D + πhe,`D

)
+ ε`b . (29)

It is important to stress that all Π-labelled components

are real fluxes, in the same sense of above, i.e. they van-

ish for `→ 0. In Fig. 6 we show the helical decomposi-

tion of the four sub-fluxes shown in Fig. 5. By looking

at all four panels of Fig. 6, we see that the heterochiral

components tends to decrease for smaller and smaller a,

except for the dynamo case Π`
D. Concerning the kinetic

inertial channel, Π`
I (top left), it is important to observe

that even in the presence of a vanishing global contri-

bution (top left panel of Fig. 5) the dynamic is far from

being close to equilibrium, with a good balancing be-

tween heterochiral contributions (forward flux) and ho-

mochiral ones (backward flux). We are in the presence

of a flux-loop cascade picture for this channel (Alexakis

& Biferale 2018). For the other two channels, Π`
M and

Π`
A we do not observe any change in the flux direction

with the heterochiral channel consistently more (less)

important than the homochiral for Π`
M (Π`

A). Finally,

for Π`
D we observe that the homochiral sector is about

5% of total Π`, with a little variance with a and the

heterochiral is strongly depleted with increasing a.

4.1. Kinetic-magnetic conversion terms

The total conversion of kinetic to magnetic energy is

quantified by the conversion term π`D = −π`M in the

limit `→ 0, in which eqs. (17) and (18) become

π0
D =

√
a
〈
v0
i fvi

0
〉
− εv , (30)

−π0
D =

√
1− a

〈
b
0

i fbi
0
〉
− εb , (31)

as all terms in eqs. (17) and (18) are continuous in `

and the flux terms vanish in the limit ` → 0. For the

extreme cases, that is fully mechanical forcing, a = 1,

and fully electromagnetic forcing, a = 0, one obtains

π0
D =

 εin − εv > 0 for a = 1 ,

−εin + εb < 0 for a = 0 ,
(32)

where εin is the spatio-temporally averaged total en-

ergy injection rate, which must equal the total dissi-

pation during statistically stationary evolution, that is

εin = εv + εb. Hence, and as could have been expected,

the energy conversion term will change sign as a func-

tion of a. If the forcing is fully mechanical, the mag-

netic field can only be maintained by dynamo action,

that is, conversion of kinetic to magnetic energy encoded

by π0
D > 0. For fully electromagnetic forcing, it is the

other way round, the flow is maintained turbulent by

the Lorentz force and π0
M = −π0

D > 0. In Fig. 7 (top

panel) we show the total undecomposed conversion term

π`D at changing a. As one can see, while for mostly ki-

netic driving the conversion is finished at mid-scale (as

also shown by Bian & Aluie (2019)), for magnetic forc-

ing the conversion appears to be maximised at a much

larger scale, as can be seen from the fact that π`D be-

comes almost constant for lower values of k, but in total

weaker than the v → b dynamo (a = 1). As seen from

the homochiral and heterochiral contributions shown in

the bottom panel, on average the homochiral channel

converts kinetic into magnetic energy and the heterochi-

ral one does the opposite. Finally, in the inset of the

top panel we show the global conversion term, π`D with

` = π/kmax as a function of a, showing that the main

driving mechanisms upon changing the forcing proper-

ties is linked to the heterochiral triads, which change

quickly as soon as a < 1. The relative magnitudes of

the different energy transfer and conversion terms for

a = 0, a = 0.5 and a = 1 are visually summarised in

form of Sankey diagrams in figs. 8 and 9. The former

corresponds to the decomposition of the total energy

flux as in eq. (23) and the latter includes the helically

decomposed terms as in eqs. (28) and (29). As can be

seen in Fig. 9, the dynamo is always active, even for

the case of purely magnetic forcing, as the homochiral

interactions convert kinetic to magnetic energy for all

values of a through πho,`D shown in Fig. 9 in light purple,

see also Fig. 7. The heterochiral conversion term πhe,`D

shown in Fig. 9 in dark purple, changes its role. For

a = 1, the magnetic field is sustained by the velocity

field alone through both πho,`D and πhe,`D , with decreas-

ing a the dynamo operates alongside the mean large-

scale conversion of magnetic to kinetic energy due to

the Lorentz force, which is associated with heterochiral

interactions, that is with πhe,`D , for a 6= 1. The result-

ing resolved-scale transfer loop formed πho,`D and πhe,`D is

clearly visible in fig. 9 for a = 0 and a = 0.5. Interest-

ingly, and in contrast to the dynamo for a = 1, the mean

energy transfer due to the Lorentz force does vanish in

both homo- and heterochiral transfer components πho,`D

and πhe,`D separately for a = 0.

The relation of homo- and heterochiral triads to

energy transfer and conversion in Navier-Stokes and

MHD turbulence has been studied through shell models

(Lessinnes et al. 2009; De Pietro et al. 2015; Rathmann
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Figure 6. Hetero- and homochiral fluxes for different values of a.
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& Ditlevsen 2017, 2019), analytical means (Waleffe 1992;

Linkmann et al. 2016, 2017), specifically designed DNS

(Biferale et al. 2012; Linkmann et al. 2017) and post-

processing of DNS data (Alexakis 2017). In particular

in connection with kinematic dynamo action, analyti-

cal results based on stability analyses of equilibria of

minimal representations of the MHD equations obtained

by Galerkin truncation suggest that homochiral triads

do not contribute to the conversion of kinetic to mag-

netic energy in the kinematic regime (Linkmann et al.

2016, 2017), both at large and small scale. Only hete-

rochiral triads were found to contribute to the kinematic

dynamo, which for a large-scale dynamo is commensu-

rate with the helical signature of the α-effect (Steenbeck

et al. 1966; Brandenburg 2001). Numerical results, ob-

tained by projecting the velocity field on the positively

helical subspace corroborate these findings, as the dif-

ferent helical sectors of the magnetic field mostly grow

according to the helical signature of a stretch-twist-fold

dynamo (Linkmann et al. 2017). Similar results have

recently been reported using specifically designed shell

models of homo- or heterochiral triads and theoretical

arguments based on the conservation of enstrophy-like

invariants (Rathmann & Ditlevsen 2019). Interestingly,

Rathmann & Ditlevsen (2019) found that for homochi-

ral triads the magnetic field could not be maintained by

dynamo action alone, the magnetic dynamics had to be

excited by electromagnetic forcing, which confirms again

that homochiral triads cannot amplify a magnetic seed

field.

In summary, in the kinematic regime Linkmann et al.

(2016, 2017) and Rathmann & Ditlevsen (2019) report

the opposite helical signature of that seen here for the

fully nonlinear case (a = 1). In our nonlinear regime,

the minimal homochiral Galerkin models do contain in-

stabilities connected with dynamo action, which are not

discussed in (Linkmann et al. 2016, 2017). The above

discussion suggests that the process of dynamo satura-

tion may be connected with a change in the behaviour

of homo- and heterochiral triads.

4.2. Small-scale response

In Fig. 10 we summarise some results concerning the

issue of universality of small-scales fluctuations. In the

top panel we show the value of the second order mo-

ment for one component of the longitudinal gradient for

both velocity and magnetic fields, 〈S2
vi〉 = 〈(∂ivi)2〉 and

〈S2
bi
〉 = 〈(∂ibi)2〉. As one can see, the main effect is

given by an increase of the total magnitude of velocity

gradients by decreasing a, indicating that the the de-

pletion of the kinetic channel shown in Fig. 5 does not

have a direct effect on the small-scale velocity activity.
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decomposition of the curves shown in the top panel in hetero-
and homochiral contributions as a function of wavenumber.
Inset top panel: total transfer π`D with ` = π/kmax and its
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The bottom panel of the same figure shows that an even

more universal behaviour is measured by looking at the

flatness defined for the velocity field as:

Fvi =
〈(∂ivi)4〉
〈(∂ivi)2〉2 =

〈S4
vi〉

〈S2
vi〉2

and similarly for the magnetic field. Both curves have a

very small dependency on a, supporting the conclusion

that small-scale fluctuations in MHD are strongly uni-

versal, at least concerning the kind of forcing variations

studied in this paper.

5. CONCLUSIONS

We have performed a systematic analysis of the total

energy transfer in MHD at changing the large-scale forc-

ing mechanisms, going from direct injection on the veloc-

ity field only to the case where stirring acts on the mag-

netic field only. We have split the total energy flux in
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a = 0

  

a = 0.5

  

a = 1

Figure 8. Maximal energy fluxes and large-scale con-
version terms for a = 0, a = 0.5 and a = 1. The line
widths correspond to percentages of the total energy input ε.
The direction of the transfers is indicated by the color gra-
dient from dark to light. Dark blue: max` Π`

I/ε, light blue:
max`−Π`

M/ε, dark red: max` Π`
A/ε, light red: max`−Π`

D/ε,
gradient blue to red: max` |π`D|/ε. The sub-scale magnetic

and velocity field fluctuations are denoted by b′ = b−b
`

and
v′ = v − v`, respectively. The diagrams have been created
by adaptation of (Shanley 2019).

4 channels given by (i) the kinetic non-linear advection,

(ii) the Lorentz force, (iii) the magnetic advection and

(iv) magnetic stretching term and 2 sub-classes given by

heterochiral and homochiral components for a total of 8

different sub-fluxes. We have shown that even a tiny in-

jection of magnetic fluctuations at larger scales involves

  

a = 0

  

a = 0.5

  

a = 1

Figure 9. Helically decomposed maximal energy fluxes and
large-scale conversion terms for a = 0, a = 0.5 and a = 1.
The line widths correspond to percentages of the total energy
input ε. The direction of the transfers is indicated by the
color gradient from dark to light. Dark blue: max` Πhe,`

I /ε,
dark cyan: max` Πho,`

I /ε, light blue: max`−Πhe,`
M /ε, light

cyan: max`−Πho,`
M /ε, dark red: max` Πhe,`

A /ε, dark ma-
genta: max` Πho,`

A /ε, light red: max`−Πhe,`
D /ε, light ma-

genta: max`−Πho,`
D /ε, gradient blue to red: max` |πhe,`D |/ε.

gradient light blue to light red: max` |πho,`D |/ε. The sub-
scale magnetic and velocity field fluctuations are denoted by

b′ = b−b
`

and v′ = v−v`, respectively. The diagrams have
been created by adaptation of (Shanley 2019).
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Figure 10. Top: second order moments of the three dif-
ferent longitudinal gradients for both velocity and magnetic
field at changing a. Bottom: velocity and magnetic flatness
for longitudinal gradients.

a quasi-singular response in the kinetic energy transfer

mediated by the advection term, leading to an almost

vanishing signal for the latter. We also show that this

negligible mean flux is the result of a flux-loop balance

between heterochiral (direct transfer) and homochiral

(inverse transfer) channels. Conversely, both homochi-

ral and heterochiral channels transfer energy forward for

the other three channels. Furthermore, by increasing the

relative amount of magnetic injection we observe a re-

duction of the energy transferred via the heterochiral

interactions for all channels with the exception of the

magnetic stretching channel. Cross exchange between

velocity and magnetic field is reversed when the control

forcing parameter is around. Small-scale properties are

strongly universal, showing a non-trivial rearrangements

of different transfer properties. Our decomposition ap-

proach is exact and can be extended to study the flux

of other relevant quantities, such as magnetic and cross

helicities and it can be useful for improving sub-grid-

modelling and to understand the energy transfer mech-

anisms in the presence of different injection mechanisms.
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6. APPENDIX A: HELICALLY DECOMPOSED

FLUXES AND CONVERSION TERMS

As can be seen from eqs. (26)-(27), the expansion

of velocity and magnetic fields in their respective he-

lical components involves projections onto subspaces

spanned by h±k , and these operations clearly commute

with the filtering procedure defined in eq. (9). As such,

eq. (24) can be directly substituted into the filtered

MHD equations to obtain filtered evolution equations for

the helical components. A subsequent projection onto

one helical subspace yields

−∂j
∑

s2,s3∈{+,−}

(
vs2i

`
vs3j

`
`

− bs2i
`
bs3j

`
`

+ τ `,Iij
s2s3 − τ `,Mij

s2s3

)s1
+ν∂jjv

s1
i

`
+
√
a fv

s1
i

`
= ∂tv

s1
i

`
,

(33)

−∂j
∑

s2,s3∈{+,−}

(
bs2i

`
vs3j

`
`

− vs2i
`
bs3j

`
`

+ τ `,Aij
s2s3 − τ `,Dij

s2s3

)s1
+η∂jjb

s1
i

`
+
√

1− a fbs1i
`

= ∂tb
s1
i

`
,

(34)

where s1 ∈ {+,−} and we note the absence of a pressure

term. Since the pressure gradient is orthogonal in the

L2-sense to the eigenfunctions h±k , the projection onto

a helical subspace renders the nonlinear term solenoidal

and removes the pressure gradient. The helically decom-
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posed sub-filter-scale stress tensors read

τ `,Iij
s2s3

=vs2i v
s3
j

` − vs2i
`
vs3j

`
`

, (35)

τ `,Mij
s2s3

=bs2i b
s3
j

` − bs2i
`
bs3j

`
`

, (36)

τ `,Aij
s2s3

=bs2i v
s3
j

` − bs2i
`
vs3j

`
`

, (37)

τ `,Dij
s2s3

=vs2i b
s3
j

` − vs2i
`
bs3j

`
`

, (38)

and following the same steps and in the derivation of

the energy budget for the filtered components of veloc-

ity and magnetic field, one obtains four coupled energy

budget equations for the filtered helical components

0 =
1

2

〈
d

dt
|v+
i |2
〉

=−
(
Π+++
I + Π++−

I + Π+−+
I + Π+−−

I

)
−
(
π+−+
I + π+−−

I

)
+
(
Π+++
M + Π++−

M + Π+−+
M + Π+−−

M

)
+
(
π+++
M + π++−

M + π+−+
M + π+−−

M

)
+
√
a

〈
v+
i

`
fv

+
i

`
〉
, (39)

0 =
1

2

〈
d

dt
|v−i |2

〉
=−

(
Π−−−I + Π−−+

I + Π−+−
I + Π−++

I

)
−
(
π−+−
I + π−++

I

)
+
(
Π−−−M + Π−−+

M + Π−+−
M + Π−++

M

)
+
(
π−−−M + π−−+

M + π−+−
M + π−++

M

)
+
√
a

〈
v−i

`
fv
−
i

`
〉
, (40)

0 =
1

2

〈
d

dt
|b+i |2

〉
=−

(
Π+++
A + Π++−

A + Π+−+
A + Π+−−

A

)
−
(
π+−+
A + π+−−

A

)
+
(
Π+++
D + Π++−

D + Π+−+
D + Π+−−

D

)
+
(
π+++
D + π++−

D + π+−+
D + π+−−

D

)
+
√

1− a
〈
b+i

`
fb

+
i

`
〉
, (41)

0 =
1

2

〈
d

dt
|b−i |2

〉
=−

(
Π−−−A + Π−−+

A + Π−+−
A + Π−++

A

)
−
(
π−+−
A + π−++

A

)
+
(
Π−−−D + Π−−+

D + Π−+−
D + Π−++

D

)
+
(
π−−−D + π−−+

D + π−+−
D + π−++

D

)
+
√

1− a
〈
b−i

`
fb
−
i

`
〉

(42)

where the superscript ` has been dropped to simplify the

notation of the fluxes and conversion terms. The heli-

cally decomposed fluxes and resolved-scale conversion

terms are defined as

Πs1s2s3
I = −

〈(
∂jv

s1
i

`
)
τ `,Iij

s2s3
〉
, (43)

Πs1s2s3
M = −

〈(
∂jv

s1
i

`
)
τ `,Mij

s2s3
〉
, (44)

Πs1s2s3
A = −

〈(
∂jb

s1
i

`
)
τ `,Aij

s2s3
〉
, (45)

Πs1s2s3
D = −

〈(
∂jb

s1
i

`
)
τ `,Dij

s2s3
〉
, (46)

and

πs1s2s3I = −
〈(
∂jv

s1
i

`
)
vs2i

`
vs3j

`
〉

=
〈(
∂jv

s2
i

`
)
vs1i

`
vs3j

`
〉

= −πs2s1s3I , (47)

πs1s2s3A = −
〈(
∂jb

s1
i

`
)
bs2i

`
vs3j

`
〉

=
〈(
∂jb

s2
i

`
)
bs1i

`
vs3j

`
〉

= −πs2s1s3A , (48)

πs1s2s3D = −
〈(
∂jb

s1
i

`
)
vs2i

`
bs3j

`
〉

=
〈(
∂jv

s2
i

`
)
bs1i

`
bs3j

`
〉

= −πs2s1s3M , (49)

A few observations can be made from these expressions

and subsequently from eqs. (39) - (42). First, eqs. (47)

and (48) imply that π±±±I , π±±∓I , π±±±A , and π±±∓A

vanish, as these terms can be written as total gradi-

ents. Second, the remaining terms π±∓±I = −π∓±±I

exchange kinetic energy between v+ and v−, as can be

seen from eqs. (39) and (40), which is the only kinetic en-

ergy exchange between positively and negatively helical

sectors. The helically decomposed energy fluxes defined

in eqs. (43) - (46) conserve kinetic and magnetic energy

for each helical component separately, which are catego-

rized into homochiral or heterochiral fluxes, depending

whether the three fields entering in the expressions (43)

- (46) have all the same chirality or there is one with

opposite chirality of the other two. It is trivial to obtain

the energy balance equation for the filtered velocity and

magnetic field by summing up eqs. (39) - (42),

0 =−
(

Πho,`
I + Πhe,`

I

)
+
(

Πho,`
M + Πhe,`

M

)
+
(
πho,`M + πhe,`M

)
+
√
a
〈
v`ifvi

`
〉
− ε`v , (50)

0 =−
(

Πho,`
A + Πhe,`

A

)
+
(

Πho,`
D + Πhe,`

D

)
+
(
πho,`D + πhe,`D

)
+
√

1− a
〈
b
`

ifbi
`
〉
− ε`b . (51)
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