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We systematically analyze the tensorial structure of the lattice pressure tensors for a class of multi-
phase lattice Boltzmann models (LBM) with multi-range interactions. Due to lattice discrete effects,
we show that the built-in isotropy properties of the lattice interaction forces are not necessarily
mirrored in the corresponding lattice pressure tensor. This finding opens a different perspective
for constructing forcing schemes, achieving the desired isotropy in the lattice pressure tensors via a
suitable choice of multi-range potentials. As an immediate application, the obtained LBM forcing
schemes are tested via numerical simulations of non-ideal equilibrium interfaces and are shown to
yield weaker and less spatially extended spurious currents with respect to forcing schemes obtained
by forcing isotropy requirements only. From a general perspective, the proposed analysis yields an
approach for implementing forcing symmetries, never explored so far in the framework of the Shan-
Chen method for LBM. We argue this will be beneficial for future studies of non-ideal interfaces.
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I. INTRODUCTION

The study of multi-phase fluids pertains a vast spec-
trum of scientific disciplines, from theoretical physics
to biology and engineering [1–4]. The investigation of
multi-phase flows poses a challenge that lies at the heart
of fluid dynamics, as proven by the multitude of an-
alytical and numerical approaches encompassed by the
vast scientific literature on the subject [1, 5–7]. Among
these, the lattice Boltzmann method (LBM) [7] stands
out for its remarkable capability in handling multi-
phase flows. The first pioneering applications of LBM
for the simulations of multi-phase flows started to ap-
pear around 30 years ago [8–13]. Since then, various
studies have been reported in the literature, witness-
ing the versatility and robustness of the methodology
in simulating multi-phase flows with an ample spectrum
of applications across widely separated time and space
scales [7, 14, 15]. Among all the facets of the LBM
methodology for multi-phase flows, the so-called “Shan-
Chen” (SC) method [10, 11, 16, 17] has undoubtedly
marked a major contribution to the field and its appli-
cations have experienced an increasing success in the re-
cent years [18–33]. In a nutshell, the method hinges on
the evolution of a lattice Boltzmann dynamics equipped
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with multi-range interaction forces directly computed on
the lattice nodes. The resulting dynamics reproduces
multi-phase flows whose non-ideal interfaces emerge from
the underlying mesoscale interactions without the need
of being tracked in time during the evolution. The early
SC implementations feature a limited set of interaction
links, typically coinciding with the links characterizing
the LBM dynamics. In the recent years, however, some
extensions have been proposed including multi-range po-
tentials, i.e. SC forces with an arbitrary range of interac-
tions [19, 20, 34, 35]. The use of multi-range potentials
was first introduced by Shan [34] to construct forcing
schemes with the desired isotropy properties: the higher
the degree of isotropy, the larger the number of weights
characterizing the lattice force. Shortly after, Sbragaglia
et al. [19] showed that the methodology could be used
to separately control both bulk properties and surface
tension in the context of multi-phase flows. Falcucci et
al. [20] studied the consequences on the surface tension
of employing the multi-range pseudopotential, and in [36]
the methodology was used to deliver configurations with
multi-droplets and inhibited coalescence. In [35], the
gamut of multi-range interactions was mapped, boosting
the density ratio between the coexisting phases, reducing
the spurious current magnitude and yielding enhanced
numerical stability. The multi-range approach has also
allowed to model multi-component yield-stress fluids, e.g.
emulsions, along with their complex flowing behavior [37–
39] by introducing competing self-interactions giving rise
to an effective disjoining pressure between the surfaces of
two droplets. Colosqui et al. [40] proposed a dynamic op-
timization strategy to set proper speeds of sound for the
liquid and vapor phases, thus allowing to reach high den-
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sity (up to 1 : 1000) and compressibility (up to 25000 : 1)
ratios. More recently, in [41], an alternative approach
was proposed to tune the surface tension without affect-
ing the mechanical stability of the interface. Extended
forcing schemes have also proved instrumental for im-
plementing the thermodynamic consistency of the Shan-
Chen model, as it was first detailed in [42] and further
developed in [43], with both works based on the lattice
pressure tensor first detailed in [44]. The multi-range
pseudopotential approach has been applied to complex
non-ideal phenomena of technical interest as well, for
example in the simulation of flow-induced cavitation in
orifices [45], providing robust evidence of cavitation in-
ception. As apparent from the available literature, the
multi-range approach has been key in shedding light on
pivotal multi-phase applications, both from a scientific
and technological point of view. However, several inter-
esting phenomena connected to non-ideal interfaces have
never been charted, yet, such as the curvature depen-
dencies of the surface tension [46–49], or others that still
endure as open questions, such as nucleation [50–52]: in
such cases, the multi-range may provide a valuable tool
for both fundamental investigations and engineering ap-
plications.

To mark a further step towards these interesting and
promising perspectives, in this work we aim to systemat-
ically focus on the pressure tensor, whose precise knowl-
edge is crucial for an accurate characterization of all in-
terface properties (i.e. bulk densities, surface tension,
etc.) [47]. The SC method is based on lattice forces,
hence the pressure tensor needs to be constructed once
the latter are assigned. Over the years, various attempts
have been made to compute the pressure tensor for the
SC method. While a pioneering analysis on the SC pres-
sure tensor was already presented in the seminal paper
by Shan & Chen [11], it is only in the last 15 years that
the topic has attracted considerable interest. Sbragaglia
et al. [19] presented an analysis to compute the “contin-
uum” pressure tensor for multi-range potentials. Instead
of invoking a continuum approximation, Shan [44] pre-
sented a systematic analysis to construct the “lattice”
pressure tensors: the crucial advantage of the lattice for-
mulation of the pressure tensor is that it solves the me-
chanical equilibrium condition of zero divergence directly
on the lattice; hence, it can be used as a starting point
to retrieve more accurate interfacial predictions. Based
on this lattice formulation, Sbragaglia & Shan [42] drew
some guidelines on the suitable choice of the pseudo-
potentials to achieve thermodynamic consistency. The
lattice formulation for the pressure tensor has also been
extended to multicomponent fluids [53]. In a recent pa-
per, From et al. [33] studied the lattice pressure tensor on
higher order lattices truncating the expansion at second
order derivatives of the pseudo-potentials and analyzed
the corresponding mechanical equilibrium conditions for
a flat interface, verifying the thermodynamic consistency
along the lines of the analysis proposed in [42]. These
results have been later applied in [54] for the calculation

of the diffusion constants and contact angles in multi-
component systems. In this paper, we delve deeper in
detail with the analysis of the tensorial structures of lat-
tice pressure tensors for multi-range potentials. Given
the forcing schemes with some prescribed isotropy prop-
erties, it will be shown that such isotropy properties are
not exactly mirrored in the lattice pressure tensors intro-
duced in [44], i.e. the lattice pressure tensor possesses
anisotropic contributions that are absent in the forcing.
The desired isotropy can be retrieved by proper adjust-
ments of the multi-range potentials, resulting in new forc-
ing schemes where both forces and lattice-based pressure
tensors possess the desired isotropy properties. We stress
that the present results are not concerned with the de-
tails of the forcing implementation in the LBM. Rather,
for a given forcing scheme, the results focus on the deter-
mination of the interactions (i.e. the weights) in order to
impose a higher degree of isotropy for the lattice pressure
tensor.

Numerical tests will be conducted to highlight the im-
provements introduced by the new forcing schemes. In
the present work, we choose to focus on the spurious cur-
rents developed near a curved interface. We isolate the
role of the new pressure tensor isotropy conditions by
proposing 4 new sets of 5 weights (24 forcing directions)
and comparing them to the 6-th, 8-th, 10-th and 12-th
order forcing isotropy schemes already proposed in the
literature [19, 34]. The comparison is made by “mim-
icking” with the new schemes the previous ones, i.e. by
setting the same equation of state, flat interface profile
and surface tension. All new schemes yield weaker and
less extended spurious currents. The meaning of this
result is two-fold: on one hand, there is a clear compu-
tational advantage brought in by the ability to obtain
with 5 weights weaker spurious currents than by using
10 weights; on the other hand, the results have a clear
theoretical importance since they show the existence of a
new “dimension”, that of the lattice pressure tensor, that
can be used to implement the symmetries of the forcing
in a so far unexplored way.

The paper is organized as follows: in Sec. II we re-
view some basic concepts and definitions of the LBM
while in Sec. III we give some technical details on the
analysis of the forcing isotropy. In Sec. IV we re-
view the essential features of the lattice pressure ten-
sor and in Sec. V we present a systematic analysis of
the structure of the pressure tensor for multi-range po-
tentials, highlighting the anisotropic contributions and
proposing new strategies to cure them. In Sec. VI we
present results of numerical simulations to test the im-
provements brought by the new forcing schemes. Con-
clusions will follow in Sec. VII. The source code for
the simulations can be found on the github repository
https://github.com/lullimat/idea.deploy [55–62], where
a Jupyter notebook [61] is available to reproduce the re-
sults reported in this paper.

https://github.com/lullimat/idea.deploy
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II. LATTICE BOLTZMANN

A brief overview of the method is here provided. Ex-
tensive details can be found elsewhere [7, 15]. The lattice
Boltzmann method (LBM) [63–65] is based on a discrete
version of the Boltzmann transport equation in which the
single-particle probability density function f(x, ξ, t) is
defined on the the nodes {x} of a d-dimensional lattice, at
discrete times t. The velocities {ξi}, with i = 0, . . . , Np,
are discretized as well [7, 15, 66], so that for each of
them the probability density function only depends on
space and time fi(x, t) = f(x, ξi, t). The latter are com-
monly referred to as populations. The discretized ve-
locities are chosen as vectors connecting different points
on the lattice (similarly to what is shown in Fig. 1 with
the force vectors) and feature a set of weights {wi}, such

that
∑Np

i=0 wi = 1: these are chosen in order to recover
the isotropic n-rank tensors from the sum of the velocity
tensor products, i.e. ξµ1

i · · · ξ
µn

i , up to a given maximum
order. As an example, the second order isotropic tensor
can be written as

Np∑
i=0

wiξ
α
i ξ

β
i = c2sδ

αβ , (1)

where the prefactor c2s is the square of the lattice sound
speed, which is specific to the given set of velocities {ξi}.
Greek indices run over the vector components. In the
next Section we are going to analyze in detail a similar
construction applied to the inter-particles forces.
The moments of the discretized distribution function are
computed directly by summing the populations. For the
first two moments, i.e. the mass density n and the mo-
mentum density nu, one has

n (x, t) =

Np∑
i=0

fi (x, t) , n (x, t)u (x, t) =

Np∑
i=0

ξifi (x, t) .

(2)
The Boltzmann equation can be discretized over a uni-
tary time lapse ∆t = 1 as

fi (x + ξi, t+ 1)− fi (x, t) = Ωi (x, t) , (3)

which is typically understood as describing two different
processes: collision on the right-hand side, conserving
mass and momentum, i.e.

∑
i Ωi =

∑
i ξ
α
i Ωi = 0, and

streaming on the left-hand side. The collision operator
acts locally and it is responsible for the local relaxation
of the momenta of the probability distribution, while the
streaming operator is responsible for the space-time prop-
agation of the relaxed populations along the lattice. In
this work we employ the single-time relaxation BGK col-
lision operator

Ω
(BGK)
i (x, t) = −1

τ

[
fi (x, t)− f (eq)

i (x, t)
]
, (4)

which relaxes the populations towards a local equilib-

rium distribution f
(eq)
i (x, t) at a characteristic rate given

by the inverse of the relaxation time τ . The local equi-
librium is chosen as the second order expansion of the
Maxwellian distribution

f
(eq)
i = win

[
1 +

ξαi u
(eq)
α

c2s
+

(ξαi u
(eq)
α )2

c4s
− u

(eq)
α u

(eq)
α

2c2s

]
,

(5)
where we use the summation over repeated indices and
omit the space-time dependence. In the previous ex-

pression one substitutes u
(eq)
α (x, t) with the fluid velocity

computed from the local populations as described in (2).
By means of the Chapman-Enskog expansion [7, 15, 63–
65], it can be shown that the discretized transport equa-
tions converge to a conservation equation for the density
n and to the Navier-Stokes equation with a kinematic
viscosity given by ν = c2s(τ − 1/2), and ideal gas equa-
tion of state given by p = nc2s. In order to implement
the inter-particles forcing, we adopted the scheme pro-
posed by Guo [15, 67], according to which one modifies
the equilibrium fluid velocity and the collision term as
follows

u(eq)
α (x, t) =

1

n (x, t)

Np∑
i=0

ξαi fi (x, t) +
1

2n (x, t)
Fα (x, t) ,

(6)

Ωi = Ω
(BGK)
i

+

(
1− 1

2τ

)
wi

[
1

c2s
ξαi +

1

c4s

(
ξαi ξ

β
i − c

2
sδ
αβ
)
u

(eq)
β

]
Fα

(7)

which essentially represents a particular case of a multi-
ple relaxation time approach [15] with collisional matrix
proportional to the identity matrix. With this scheme,
we are able to implement the inter-particles forces de-
scribed in the next Section, which modify the equation
of state allowing for the coexistence of a liquid and a
gas phase for suitable choices of the forcing parameters.
Now that the LBM implementation of the forcing has
been described, we will focus on the properties of the
forcing itself, so that all the symmetry features of LBM,
i.e. Galilean invariance, remain untouched by the follow-
ing considerations.

III. LATTICE FORCE ISOTROPY

In this Section, we review the SC multi-phase forc-
ing scheme and analyze its isotropy properties. The SC
scheme [11] is based on the definition of a body force
resulting from the inter-particles interactions at each lat-
tice point involving only a limited number of neighbors.
The component µ of this local force is defined as

Fµ (x) = −Gc2sψ (x)
∑
ea∈G

W
(
|ea|2

)
ψ (x + ea) eµa , (8)

where G is a (self-)coupling constant and the function
ψ(x, t) = ψ(n(x, t)) is the so-called pseudo-potential,
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which is a generic function of the local density, hence
implicitly depending on time and position. With ea we
indicate the stencil vectors which connect any given point
x to its neighbors in a finite set G, and finally with W
(distinguishing them from the weights wi of the lattice
velocities) we indicate a set of weights which only depend
on the squared length of the stencil vectors, i.e. W (|ea|2).
Given the discrete nature of this definition, one should
look at the isotropy properties of the continuum limit of
the forcing. This can be done by considering the Taylor
expansion of the lattice force

Fµ (x) '−Gc2sψ (x)

[
∂αψ (x)

∑
ea∈G

W
(
|ea|2

)
eαae

µ
a

+
1

3!
∂α∂β∂γψ (x)

∑
ea∈G

W
(
|ea|2

)
eαae

β
ae
γ
ae
µ
a + . . .

]
,

(9)

where one can notice the summations involving the prod-
ucts of an even number of basis vectors. We will now an-
alyze in detail the isotropy properties of these quantities,
which in turn determine the isotropy of the forcing. As a
first step, we collect the ea vectors in groups, according
to their squared lengths, i.e. G` = {ea : |ea|2 = `} (al-
though ` is not a unique label for ` ≥ 25 in 2D [71]). Typ-
ical requirements are that each group G` contains vectors
that are related either by spatial parity or coordinates
permutations combined with alternate sign changes. In
the following we will be using only vectors such that
` = |ea|2 ≤ 8 (cf. Fig. 1). Such stencil can be employed
to define 4-th, 6-th or 8-th order isotropy multi-range
forcing that we denote [19, 20, 34, 44] as E(4), E(6) and
E(8), respectively. The symmetry requirement for vec-
tors belonging to the same group are enough to ensure
that the sum of the product of an odd number of stencil
vectors will add up to zero, i.e.∑

ea∈G`

eµ1
a e

µ2
a · · · eµ2n+1

a = 0. (10)

Hence, we introduce the 2n-indices quantities defined by
the relation

Eµ1...µ2n =
∑
ea∈G

W
(
|ea|2

)
eµ1
a e

µ2
a · · · eµ2n

a

= Eµ1...µ2n

iso + Eµ1...µ2n

aniso ,

(11)

where Eµ1...µ2n

iso and Eµ1...µ2n

aniso indicate the isotropic and
anisotropic contributions respectively. Notice that the
previous decomposition holds for 2n > 2 since for 2n = 2
all the contributions are proportional to the Kronecker
delta. The main idea [19, 34, 68] is to choose the weights
{W (|ea|2)} so that only the isotropic contributions sur-
vive

Eµ1...µ2n = Eµ1...µ2n

iso = e2n ∆µ1...µ2n , (12)

where the isotropy constants e2n multiply the fully
isotropic 2n-rank tensor ∆µ1...µ2n [19, 34, 68]. Gen-
eralizing, in two dimensions, the approach of [68], the

1

2

3

4

56

7 8

9

17

1318101914

20

11

21

15 22 12 23 16

24

(a)

(b)

FIG. 1: Set of basis vectors {ea} (with a = 1, . . . , 24) used
to construct the forcing schemes presented in Sec. III. Panels
(a) and (b) show the numbers referred to lattice vectors, with
the color coding for the different squared lengths {|ea|2 =
1, 2, 4, 5, 8}. Using these vectors, one can define 4-th, 6-th
and 8-th order isotropic forcing schemes [19, 20, 34], labeled

as E(4), E(6) and E(8), respectively.

anisotropic contributions can be written as

Eµ1...µ2n

aniso =

M(n)/2∑
k=0

I2n,k [δµ1...µ2kδµ2k+1...µ2n + perms] ,

(13)
where δµ1...µ2n is the higher rank Kronecker delta, which
is not isotropic and equals 1 only if all indices take
the same value, and the upper limit for 2k is M(n) =
n− (2 + nmod 2) with n ≥ 2; finally, “perms” stands for
all the possible independent indices permutations, whose
number is (2n)!/(2n−2k)!(2k)!. The isotropy coefficients
e2n, multiplying ∆µ1...µ2n , and the anisotropy ones I2n,k,
multiplying terms proportional to δµ1...µ2n , can be gen-
erally written as combinations of the weights

e2n =
∑
`

A(2n) (`)W (`) ,

I2n,k =
∑
`

B(2n)
2n−2k (`)W (`) ,

(14)
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where the coefficients A(2n) and B(2n)
2n−2k depend on ` =

|ea|2. More details are reported in the Appendix E and F.
In order to obtain the weights for the 6-th order isotropic
forcing E(6) [19, 20, 34] one sets I4,0 = 0 and I6,0 = 0
which are linear combinations of {W (1),W (2),W (4)}.
For the 8-th order isotropic forcing, E(8), one has to
consider, alongside I4,0 = 0 and I6,0 = 0, the condi-
tions I8,0 = 0 and I8,1 = 0, which are now combinations
of {W (1),W (2),W (4),W (5),W (8)}. Similar arguments
hold for higher order isotropy.

We wish to stress that the 2n-order isotropy can only
be achieved for the tensorial structure in Eq. (11) and
not for the same structure computed for each group sep-
arately, because the isotropy conditions can only be sat-
isfied by using linear combinations of the weights. How-
ever, the restriction to a single group of Eq. (11) plays a
crucial role in the identification of the anisotropic terms
of the Taylor expansion of the pressure tensor (see Sec-
tion V and Appendix E and F for details).

IV. LATTICE PRESSURE TENSOR

Let us now review the definition of the lattice for-
mulation of the pressure tensor for the SC model [44]:
this will be the starting point for the study of its
isotropy properties. All details will be specified for
the forcing stencils reported in Fig. 1, i.e. using five
weights {W (1),W (2),W (4),W (5),W (8)} in two dimen-
sions. The procedure described in [44] allows us to de-
fine the interaction pressure tensor, Pµνint directly on the
lattice. The total lattice pressure tensor is given by sum-
ming the latter to the kinetic pressure tensor which for
LBM simply amounts to the ideal gas isotropic contri-
bution Pµνkin(x) = n(x)c2sδ

µν , hence Pµνtot = Pµνkin + Pµνint .
Given this distinction, we will use the notation Pµν for
the interaction part in the rest of the paper, adding the
ideal contribution when needed. We report a detailed
review for the definition of the lattice pressure tensor in
Appendix A and briefly report here the main points. Fol-
lowing [44, 53] we write, in tensorial form on the lattice,
the total force crossing a given unit area element as the
pressure flux through the same element, which for each
group G` reads

Fµ`,(k) (x) =
∑

ea∈G`

Fµa,(k) (x) = −
∑

ea∈G`

Pµαa (x) Aα(k),

(15)
where A(y) = e1 and A(x) = e2 are the unit areas (char-
acterized by their normal vectors), with e1 and e2 the
coordinate basis vectors (see Fig. 1(a) and 2(a)), and
Fµ`,(k) (x) is the group total force crossing the area ele-

ment A(k), while Fµa,(k) (x) is the specific force contribu-

tion along the direction ea (see Fig. 1(a) and (b)). It is
possible (see Appendix A) to rewrite the latter as

Fµa,(k) (x) = F̄a (x) eαae
µ
a A

α
(k) = −Pµαa (x) Aα(k), (16)

(a)

x

A(y)

A(x)

e5

e6

e8

e7

gas liquid

(b)

x

− 1
2
Gc2sψ(x− e8)ψ(x)

− 1
2
Gc2sψ(x)ψ(x+ e6)

− 1
2
Gc2sψ(x)ψ(x+ e7)

− 1
2
Gc2sψ(x− e5)ψ(x)

− 1
2
Gc2sψ(x)ψ(x+ e8)

− 1
2
Gc2sψ(x)ψ(x+ e5)

− 1
2
Gc2sψ(x− e6)ψ(x)

− 1
2
Gc2sψ(x− e7)ψ(x)

FIG. 2: Panel (a): Forcing directions ea belonging to the G2
group and centered at the point x. Vectors starting at x are
reported in solid lines, while those ending in x are dashed.
Unit area elements A(k) are reported in red. Panel (b): dif-
ferent contributions to the average force F̄a [see Eq. (18)] at
a gas-liquid flat interface: double arrows stand for the magni-
tude of the contribution specified in the adjacent expression.
Notice that the contributions on the gas side are smaller in
magnitude due to smaller pseudo-potential (i.e. smaller den-
sity) values. The average force F̄a is the same for all direc-
tions.

from which we read the definition of the lattice pressure
tensor

Pµνa (x) = −F̄a (x) eµa e
ν
a. (17)

We define F̄a as a weighted average of the norm of the
force vectors crossing the largest number of times any of
the area elements A(k) (cf. Appendix A). As an example,
for e5 the average force is given by

F̄5 = −Gc2sW (2)ψ (x)

[
1

2
ψ (x− e5) +

1

2
ψ (x + e5)

]
.

(18)
We report in Fig. 2(b) a sketch depicting the above ex-
pression for all different contributions of the group ` = 2,
to which e5 belongs, at one node of a flat gas-liquid in-
terface.

Now, we write the lattice pressure tensor for each group
of vectors. Starting from the single-force directions (see



6

Appendix A for details) we can write the total sum for
the groups {G1,G2,G4,G8} in a compact form

Pµν(1,2) =
Gc2s

2
ψ (x)

∑
ea∈{G1,G2}

W
(
|ea|2

)
ψ (x + ea) eµae

ν
a,

(19)

Pµν(4,8) =
Gc2s

4
ψ (x)

∑
ea∈{G4,G8}

W
(
|ea|2

)
ψ (x + ea) eµae

ν
a

+
Gc2s

4

∑
ea∈{G4,G8}

W
(
|ea|2

)
ψ
(
x +

ea
2

)
ψ
(
x− ea

2

)
eµae

ν
a.

(20)

Considering the group G5 and following [44], we de-
fine two different contributions for the pressure tensor,
namely (5a) including the directions starting or ending
in x and (5b) for those starting and ending on the neigh-
bors:

Pµν5a =
Gc2s

4
W (5)ψ (x)

∑
ea∈G5

ψ (x + ea) eµae
ν
a, (21)

Pµν5b =
Gc2s

4
W (5) [ψ−1,−1ψ1,0 + ψ−1,0ψ1,1] eµ17e

ν
17

+
Gc2s

4
W (5) [ψ−1,−1ψ0,1 + ψ0,−1ψ1,1] eµ18e

ν
18

+
Gc2s

4
W (5) [ψ0,1ψ1,−1 + ψ−1,1ψ0,−1] eµ19e

ν
19

+
Gc2s

4
W (5) [ψ1,0ψ−1,1 + ψ1,−1ψ−1,0] eµ20e

ν
20,

(22)

where we used the short-hand notation ψa,b = ψ(x +
ae1 + be2) [44].

The interaction lattice pressure tensor for the multi-
range SC forcing defined on the stencils in Fig. 1 can be
obtained by summing all the different contributions, i.e.

Pµν (x) = Pµν(1,2) (x) + Pµν(4,8) (x) + Pµν5a (x) + Pµν5b (x) .

(23)
In the next Section we analyze the isotropy properties of
this lattice pressure tensor using a 4-th order expansion.

V. ISOTROPY ANALYSIS & MODIFIED
FORCING SCHEMES

We study now the continuum limit of the lattice pres-
sure tensor by using its Taylor expansion up to second
order derivatives and products of first ones. This, in
turn, will yield an analysis of the isotropy properties up
to the 4-th order. We do not consider any specific solu-
tion for the weights so that we can analyze the role of
the anisotropic terms.

Starting from Eqs (19), (20), (21) and (22), and fol-
lowing the procedure detailed in Appendix B, we merge

together the Taylor expansions of all the different con-
tributions and obtain the general form for the 4-th order
expansion of the lattice pressure tensor, i.e. involving
second order and products of first order derivatives, for
the E(4), E(6) and E(8) forcing stencils

Pµν =

(
nc2s +

Gc2se2

2
ψ2

)
δµν

+Gc2s

(
ΛNψ∇2ψ − χN

∣∣∇ψ∣∣2) δµν
+Gc2s (ΛTψ∂

µ∂νψ − χT∂µψ∂νψ)

+Gc2s (ΛIψ∂α∂βψ − χI∂αψ∂βψ) δαβµν ,

(24)

with the constants of the isotropic contributions given
by ΛN = W (2) + 12W (8) + 7W (5), χN = W (5) +
4W (8), ΛT = 2 [W (2) + 12W (8) + 6W (5)] and χT =
4 [W (5) + 2W (8)]. Anisotropic contributions of deriva-
tives contracted with δαβµν , appear. The latter are mul-
tiplied by the coefficients

ΛI =
1

2
W (1)− 2W (2) + 6W (4)− 6W (5)− 24W (8) ,

χI = 2W (4)−W (5)− 8W (8) .

(25)

Equation (24) is a general expression for the expansion
of the lattice pressure tensor for E(4), E(6) and E(8)

in tensorial form, displaying clear information about the
isotropy properties of the pressure tensor.

Now, one should ask whether the coefficients ΛI and
χI automatically vanish when the isotropy conditions for
the forcing are satisfied. The answer is negative. Indeed,
one can see that, for the present choice of the vectors
{ea}, the 4-th order isotropy equation for the forcing,
i.e. I4,0 = 0, is given by a combination of the coefficients
χI and ΛI

I4,0 = 2W (1)− 8W (2) + 32W (4)− 28W (5)− 128W (8)

= 4 (ΛI + χI) = 0.
(26)

The last result implies that requiring the 4-th order
isotropy for the lattice pressure tensor expansion, i.e.
χI = ΛI = 0, does imply the 4-th order isotropy con-
dition for the forcing, but not vice versa. Indeed, all
multi-range forcings above the 4-th order isotropy, i.e.
above the single belt, suffer this issue. However, the 4-
th order, or single-belt, stencil E(4) automatically yields
an isotropic expression of the continuum limit of the lat-
tice pressure tensor at the 4-th order. This happens be-
cause in the single belt case χI = 0 trivially, so that
I4,0 = 4ΛI = 0, i.e. 4-th order pressure and forcing
isotropy are obtained with the same condition. This is
probably the reason why the anisotropy of the pressure
tensor went unnoticed so far.

Indeed, the fact that the 4-th order pressure tensor
isotropy is implemented by means of two equations, i.e.
χI = 0 and ΛI = 0, and not only one as for the forcing
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case, i.e. I4,0 = 0, implies that, for a fixed number of
weights, the solution leading to a higher pressure tensor
isotropy must also yield a lower forcing isotropy. How-
ever, as we will show in the next Section, this delivers
a reduction of the spurious currents, rather than an in-
crease in magnitude and extension as one would have
expected [19, 20, 34].

We now wish to understand what are the effects of a
higher isotropy order for the pressure tensor. To do so,
we will compare forcing schemes with the same values for
the isotropy constants {e2n} up to a given order, while
changing the pressure tensor degree of isotropy. As we
discuss in the following, this operative strategy allows to
keep the bulk and interface properties, i.e. equation of
state, flat interface profile and surface tension, unchanged
when comparing the two forcing schemes. This will allow
to better highlight the effects induced by the pressure
tensor anisotropy.

A. Mechanical Equilibrium Analysis

Let us start by analyzing the mechanical equilibrium
condition of a flat interface. Assuming that the density
field n depends on x only, we write the normal and tan-
gential component to the interface, i.e. P xx and P yy

respectively, as

P xx =nc2s +
Gc2se2

2
ψ2 +

Gc2s
12

[
βψ

d2ψ

dx2
+ α

(
dψ

dx

)2
]

P yy =nc2s +
Gc2se2

2
ψ2 +

Gc2s
4

[
ηψ

d2ψ

dx2
+ γ

(
dψ

dx

)2
]
(27)

with P xy = 0. As for the coefficients α, β, γ and η we
use the same notation as in [44]. These can be expressed
using the coefficients of the general expression in Eq. (24)
as follows: −α/12 = χN+χT +χI , β/12 = ΛN+ΛT +ΛI ,
η/4 = ΛN and −γ/4 = χN . The mechanical equilibrium
condition, i.e. ∂µP

µν = 0, implies P xx(x) = p0 for a flat
interface, i.e. the pressure normal to the interface must
not change from one bulk phase to the other, and through
the interface itself. We wish to stress [44, 53] that, as
demonstrated in simulations, the lattice pressure tensor
in Eq. (23) is observed to be numerically constant at
machine precision in the bulk and through the interface,
i.e. it exactly implements the mechanical equilibrium
condition on the lattice. Starting from the mechanical
equilibrium condition P xx(x) = p0 and making use of

the identity d2ψ
dx2 = 1

2
d

dψ (dψ
dx )2 it is possible to write the

following equation for the square of the density profile
derivative as a function of the density n(

dn

dx

)2

=
24ψε

Gc2sβψ
′2

∫ n

ng

dn̄
ψ′

ψε+1

[
p0 − n̄c2s −

Gc2se2

2
ψ2

]
,

(28)

where ψ′ = dψ/dn, ε = −2α/β and 24/β = 8(1 −
ε)/e2 [44][72] (see Appendix C for details).

Since the density derivative is zero in the bulk phases,
we have the integral constraint∫ nl

ng

dn̄
ψ′

ψε+1

[
p0 − n̄c2s −

Gc2se2

2
ψ2

]
= 0 , (29)

where ng and nl are the densities of the bulk gas and
liquid phases. Assuming G < Gc (where Gc is the criti-
cal value below which two-phase coexistence is possible),
Eq. (29) coupled to the mechanical equilibrium require-
ment of equal bulk pressures [see Eq. (B2)] in both phases

Pµνb (ng) = Pµνb (nl) = p0δ
µν , (30)

allows to uniquely determine the values of ng and nl as
functions of the coupling G. As one can see, the prop-
erties of the stencils of the multi-range forcing explicitly
enter in Eq. (29) through the constant ε, which also ap-
pears in the definition of the profile derivative in Eq. (28).
Hence, by matching the isotropy constant e2 and ε, we
obtain the same equation of state and same density pro-
file for the flat interface.

B. Surface Tension Analysis

Let us now continue with the surface tension of the flat
interface which is given by the integral

σ =

∫ +∞

−∞
dx [P xx (x)− P yy (x)]

=−Gc2s (χT + ΛT + χI + ΛI)

∫ +∞

−∞
dx

[
dψ (x)

dx

]2

.

(31)

Assuming the use of a forcing scheme for which the 4-th
order forcing isotropy condition I4,0 = 0 is fulfilled, given
Eq. (26) it automatically follows that χI + ΛI = 0, i.e.
the surface tension does not depend on the anisotropy
coefficients. In other words, the anisotropies of the lat-
tice pressure tensor do not affect the value of σ, securing
its physical meaning (and, thus, its use in practical ap-
plications, such as the contact angle calculations [54] and
spray formation/break-up [69]) for higher order stencils.

In order to complete the comparison with [44], we com-
pute the value of the combination χT + ΛT , resulting in
(see Appendix C for details)

χT + ΛT =
e4

2
, (32)

which coincides with the result reported in [44]. Hence,
matching e4, in addition to e2 and ε as discussed in Sec-
tion V A, eventually yields the same surface tension of
any reference multi-range forcing.
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E
(6)
P2,F6 E

(6)
P4,F6 E

(8)
P2,F8 E

(8)
P4,F6 E

(10)
P2,F10 E

(10)
P4,F6 E

(12)
P2,F12 E

(12)
P4,F6

e2 1 1 1 1 1 1 1 1

Surface Tension e4 2/5 2/5 4/7 4/7 12/17 12/17 120/143 120/143(∗)

Flat Profile ε 2/17 2/17 10/31 10/31 38/89 38/89 136774/271813 136774/271813

Pressure Isotropy Condition ΛI −1/60 0 −8/315 0 − 0 − 0

χI 1/60 0 8/315 0 − 0 − 0

Forcing Isotropy Condition I4,0 0 0 0 0 0 0 0 0

I6,0 0 0 0 0 0 0 0 0

TABLE I: Values of the isotropy (e2n and ε) constants for different forcing schemes along with the force and pressure isotropy
conditions. The non-zero values of χI and ΛI single out the stencils yielding a 2-nd order isotropy for the pressure tensor. We
report in bold the values that are set in Eq. (33), used to determine the weights for the new schemes, as reported in Table II

(see Section V C for discussion). (∗) The actual value is 37800/45013 differing from 120/143 by 6 · 10−4.

C. Macroscopic Matching Strategy

In order to match the forcing expansion and the bulk
and interface properties, we express {e2n} as functions of
the weights {W (|ea|2)} (see Appendix C). To do so, we
employ a new group-wise parametrization of Eµ1...µ2n ,
extending the 6-th order one presented in [68] (see Ap-
pendix E for the details).

Let us now give a schematic description of the proce-
dure we adopted for defining the new forcing schemes.
In order to distinguish among the different stencils we

introduce a modified notation. We label by E
(k)
P2Fk any

higher order stencil computed on forcing isotropy require-
ments only [19, 20, 34, 35]. Since such stencils yield
a second order isotropic lattice pressure tensor, we use
P2 in the subscript, whereas with Fk we indicate that
the lattice forcing is isotropic at the k-th order. We use

E
(6)
P2F6, E

(8)
P2F8, E

(10)
P2F10 and E

(12)
P2F12 as target stencils,

i.e. we want to “mimic” or match them via some new
sets of weights yielding a 4-th order isotropy for the lat-
tice pressure tensor. We shall soon motivate that these
new schemes will only yield a 6-th order isotropy for the
forcing. Hence, we indicate the new matching schemes as

E
(6)
P4F6, E

(8)
P4F6, E

(10)
P4F6 and E

(12)
P4F6, where the superscript

now indicates which of the previously introduced stencils
is matched [19, 20, 34, 35]. The matching is obtained by
imposing a system of linear equations of the weights:

e2 = e2

(
E

(k)
P2Fk

)
(a): equation of state

ε = ε
(
E

(k)
P2Fk

)
(b): bulk densities

I4,0 = 0 (c): 4-th order force

χI = 0 (d): 4-th order pressure

I6,0 = 0 (e): 6-th order force

(33)

where with the symbols e2

(
E

(k)
P2Fk

)
and ε

(
E

(k)
P2Fk

)
we

indicate the numerical value of these constants for the

stencils E
(k)
P2Fk. The expressions for e2, ε, I4,0 and I6,0

as functions of the weights are reported in Appendix C,
while χI is given by Eq. (25). We detail the computation

of ε for the higher order schemes E
(10)
P2F10 and E

(12)
P2F12

in Appendix D, where we explicitly write the coefficients
for the flat interface pressure tensor as functions of the
weights. Equations (33.a) and (33.b) are used to match
the equation of state and the bulk equilibrium densities
and flat profile; Eq. (33.c) imposes the 4-th order isotropy
for the forcing, so that Eq. (33.d) delivers the 4-th order
isotropy for the pressure tensor [see Eqs. (25) and (26)];
finally, Eq. (33.e) fixes the 6-th order isotropy for the
forcing.
We wish to stress that it is possible to match any forc-
ing scheme as long as the equations are linearly indepen-
dent. This fact allows us to match the 12-th order forc-
ing isotropy stencil E

(12)
P2F12, defined by 10 weights and 56

forcing vectors, by using only 5 weights and 24 forcing
vectors. Another important property is that this proce-
dure yields the same value of e4, i.e. the surface tension,

up to E
(10)
P2F10, while for E

(12)
P2F12 a small deviation of the

order 10−4 is found. Indeed, a possible way to fix the
value of e4 would be to introduce one more group of vec-
tors, allowing for one further condition. We report in Ta-
ble I the values used to define the system of equations and
in Table II the five weights for the four new multi-range

models E
(6)
P4,F6, E

(8)
P4,F6, E

(10)
P4,F6 and E

(12)
P4,F6, together

with those of the usual stencils E
(6)
P2F6, E

(8)
P2F8, E

(10)
P2F10

and E
(12)
P2F12. Such values can be directly inserted into

any existing code implementing a two-belt SC forcing
scheme. It is interesting to notice that all new schemes
have a forcing isotropy which is always smaller or equal
to that of the target stencil. Nevertheless, we show in the
next Section that, considering the isotropy condition of
the pressure tensor, spurious currents decrease in extent
and intensity.
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W (1) W (2) W (4) W (5) W (8) W (9) W (10) W (13) W (16) W (17)

E
(6)
P2,F6 4/15 1/10 1/120 − − − − − − −

E
(6)
P4,F6 19/60 1/15 −1/240 1/120 −1/480 − − − − −

E
(8)
P2,F8 4/21 4/45 1/60 2/315 1/5040 − − − − −

E
(8)
P4,F6 4/15 4/105 −1/420 2/105 −1/336 − − − − −

E
(10)
P2,F10 262/1785 93/1190 7/340 6/595 9/9520 2/5355 1/7140 − − −

E
(10)
P4,F6 58/255 4/255 −1/1020 7/255 −1/272 − − − − −

E
(12)
P2,F12 68/585 68/1001 1/45 62/5005 1/520 4/4095 2/4095 2/45045 1/480480 0

E
(12)
P4,F6 254419/1350390 −4474/675195 2237/5401560 96737/2700780 −1575/360104 − − − − −

TABLE II: Values of the weights for different isotropy orders of the lattice pressure tensor. The values for E
(6)
P2,F6, E

(8)
P2,F8,

E
(10)
P2,F10 and E

(12)
P2,F12 correspond to those obtained requiring the forcing isotropy only [19, 20, 34] at the 6-th, 8-th, 10-th and

12-th order, respectively, yielding a 2-nd order isotropy for the pressure tensor. The values for E
(6)
P4,F6, E

(8)
P4,F6, E

(10)
P4,F6 and

E
(12)
P4,F6 are obtained by matching the previous schemes as described in Subsection V C.

VI. NUMERICAL TESTS

The following results have been obtained by imple-
menting the methods described in Section II for a two-
dimensional regular square lattice of linear size L. We
use the D2Q9 discrete velocity set {ξi} with i = 0, . . . , 8,
for which ξ0 = 0 and ξa = ea for a = 1, . . . , 8 as re-
ported in Fig. 1(a), and c2s = 1/3. In the following,
we report the forcing values in the scaled form Gc2s.
Finally, in order to demonstrate the robustness of our
findings, we also consider two different functional forms
for the pseudo-potential, namely ψ = exp(−1/n) and
ψ = 1− exp(−n) [10, 11, 19, 20, 44]. All droplet simula-
tions have been run with a size ratio L/R = 5, where R
is the initial radius value. The initialization is performed
by means of the following radial profile

n(r,R) =
1

2
(ng + nl)−

1

2
(nl − ng) tanh(r −R), (34)

where the values of ng and nl are obtained by solving
Eqs. (28), (29) and (30). For the droplet simulations, we
set L ∈ {127, 159, 191, 223, 255, 287, 319, 351}, while for
the flat interfaces the size is fixed to Lx = 100, Ly = 4
and the initial profile is given by

n (x, x0, w) =
1

2
(nl + ng)

−1

2
(nl − ng) tanh

[
x−

(
x0 −

w

2

)]
+

1

2
(nl − ng)

{
tanh

[
x−

(
x0 +

w

2

)]
+ 1
}
,

(35)

where x0 is the center of the strip and w its width. Fi-
nally, to fix a convergence criterion, we use the mag-
nitude δu of the spatial average of the difference be-
tween the components of two velocity fields, δu =

L−2
∑

x

∑
α |uα(x, t + δt) − uα(x, t)|, at a time distance

δt = 214: we consider the simulation as converged when
δu < 10−12. All the results have been obtained using
64-bits floating point variables for all the quantities.

Let us begin by showing that the forcing schemes pre-
sented in Table II yield the same macroscopic properties,
i.e. surface tension σ and flat interface profiles n(x).
Results on surface tension are reported in Fig. 3. For
the evaluation of σ, we resorted to the Laplace test:
we simulate various radii, measuring the pressure differ-
ence between the inside and the outside of the droplet,
∆p = pin − pout. These values have been computed ac-
cording to Eq. (B2) since the gradients in the bulk regions
of the two phases are negligible. The Young-Laplace law
relates the pressure difference to the surface tension and
the radius of the droplet through the well-known expres-
sion ∆p = σ/R, in two dimensions. Hence, in order to
estimate σ, given the values of ∆p, one needs to measure
the radius of the droplet R, which we obtain by means
of the Gibbs criterion [47], i.e. by inverting the rela-
tion [73] L2〈n〉 = πR2 nin + (L2 − πR2)nout, where we
used the average density 〈n〉 = L−2

∑
x n(x). The points

(R−1,∆p) are reported in Fig. 3 for different values of
Gc2s and different choices of ψ. Red ‘x’ points are as-
sociated to the new 4-th order pressure tensor isotropy
schemes, while blue ‘+’ are those associated to the higher
forcing isotropy schemes [19, 34]. Finally, the slope of the
lines represents the values of σ obtained from the numer-
ical integration of Eqs. (28), (29) and (31), [74]. We first
notice that blue and red points (R−1,∆p) superpose in
good agreement with the slope given by σ for all forcing
values and choices of ψ, demonstrating that the newly

proposed forcing schemes E
(6)
P4,F6, E

(8)
P4,F6, E

(10)
P4,F6 and

E
(12)
P4,F6 yield the same surface tension as E

(6)
P2,F6, E

(8)
P2,F8,

E
(10)
P2,F10 and E

(12)
P2,F12, respectively.
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FIG. 3: Laplace law comparison for ψ = exp(−1/n), on the
left column, and ψ = 1− exp(−n), on the right one, at differ-
ent values of Gc2s. The slope of the straight lines corresponds
to σ obtained by integrating Eqs. (28), (29) and (31) (see
main text for details). Red ‘x’ points and blue ‘+’ symbols
represent the data for the forcing schemes with 4-th and 2-nd
order lattice pressure tensor isotropy, respectively.

We continue with the analysis of the flat interface pro-
files, reported in Fig. 4. We analyze the relative varia-
tion of the density profiles related to the new 4-th order

pressure tensor isotropy schemesE
(6)
P4,F6, E

(8)
P4,F6, E

(10)
P4,F6

and E
(12)
P4,F6, that we indicate for brevity as nP4, with re-

spect to the density profiles obtained using the standard

schemes E
(6)
P2,F6, E

(8)
P2,F8, E

(10)
P2,F10 and E

(12)
P2,F12, labeled

as nP2. In the insets we report the profiles nP4 for the

same values of Gc2s. The data highlight that for E
(6)
P4,F6

and E
(8)
P4,F6 the magnitude of the largest deviation is

of order 10−11 (compatibly with floating point round-
ing [75]), changing for different values of the coupling

constant and ψ. For E
(10)
P4,F6 and E

(12)
P4,F6, the deviation

grows reaching a maximum value of the order 10−2 in

the case of E
(12)
P4,F6. However, such a discrepancy seems

reasonable, as we are using only 5 weights to reproduce

the bulk densities and flat interface profile of E
(10)
P2,F10,

defined using 7 weights, and of E
(12)
P2,F12, defined using 10

weights.

Now that we have numerically verified that the macro-
scopic properties are consistent across the different
schemes in a wide range of coupling values and for dif-
ferent choices of ψ, we continue with the analysis of
the spurious currents. In Fig. 5 we report the plots for
the spatial distribution of the scaled velocity magnitude
u(x) = |u(x)|. Each row refers to a different degree
of isotropy of the pressure tensor, 4-th and 2-nd order
for first and second row respectively. Starting from the

leftmost column we consider the cases E
(6)
P#,Fk, E

(8)
P#,Fk,

E
(10)
P#,Fk and E

(12)
P#,Fk. The normalization is performed

by means of the minimum um = minu(x) and maximum
uM = maxu(x) in the whole domain, for each case. We
multiply the normalized quantities by an arbitrary in-
teger N and then we take the integer part b·c so that
only N colors appear, with N = 9. To guide the eye, we
report the center of the droplet, which is used as the ori-
gin of the coordinates, and the radius obtained with the
Gibbs criterion. As apparent from Fig. 5, for Gc2s = −3.6
and ψ = exp(−1/n), the extension of the spurious cur-
rents is always smaller for the new schemes. In particular

E
(8)
P4,F6, E

(10)
P4,F6 and E

(12)
P4,F6 have a lower isotropy degree

than the target forcing. With respect to the previous lit-
erature [19, 20, 34, 35], this is a non-trivial result, that
displays the role of the pressure tensor as a new “dimen-
sion” to be exploited for the imposition of the isotropy
properties. Hence, the degree of isotropy of the pressure
tensor tunes the spatial extension of the spurious cur-
rents, for the same values of the surface tension σ and
the reference (i.e. flat) interface profile.

In Fig. 6 we provide further evidence of the reduc-
tion of the currents, by displaying the average veloc-
ity profile along the radial direction for two different
choices of ψ. Considering the symmetry of the veloc-
ity field, the average is taken over an angle ∆θ = π/4.

Red thick lines are used for the new schemes E
(6)
P4,F6,

E
(8)
P4,F6, E

(10)
P4,F6 and E

(12)
P4,F6, while blue thin ones for

the old schemes E
(6)
P2,F6, E

(8)
P2,F8, E

(10)
P2,F10 and E

(12)
P2,F12.

The profiles of the new schemes stay consistently below
those of the older schemes, and especially for the case
ψ = exp(−1/n), the new schemes yield the same velocity
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FIG. 4: Comparison of the flat interface profiles for all forcing schemes, at different values of Gc2s and for different pseudo-
potentials, ψ = exp(−1/n) and ψ = 1−exp(−n). The comparison is carried out using the relative deviation of the flat interface
profiles given by 1 − nP4/nP2 where nP4 is the profile for the 4-th order isotropic pressure tensor (reported in the inset) and
nP2 is the profile for the 2-nd order isotropic pressure tensor.

as the old ones a few tens of lattice sites closer to the
surface of the droplet, thus demonstrating a sizable im-
provement. Furthermore, we can make a direct compar-

ison of E
(8)
P2,F8 and E

(12)
P4,F6, since they are both defined

on 5 weights: it is clear that the new set of weights allows
to obtain far weaker spurious currents (see the caption
of Fig. 5) without the need to use an even higher order

scheme (as it was done previously with E
(12)
P2,F12), with a

much higher computational efficiency.

In previous studies [19, 20, 34], the intensity of the
spurious currents has been mainly characterized by the
maximum Mach number uM/cs. However, Fig. 5 shows
that only a very small fraction of the system area dis-
plays the strongest currents. In order to have a more
informative characterization, we report in Fig. 7 the his-
tograms of the logarithm of the normalized velocity mag-
nitude u/cs, i.e. p(log(u/cs)), for different values of Gc2s
and different ψ, as well as the complementary cumula-
tive distribution F̃ (log(u/cs)) = 1− F (log(u/cs)) (start-

ing from 1 on the left side of the insets). This latter
quantity represents the fraction of the area of the system
where the currents are larger than a given value of u/cs.
The parameters used in Fig. 5 are analyzed in Fig. 7
(a), (b), (c) and (d): thicker red lines refer to the new

schemes E
(6)
P4,F6, E

(8)
P4,F6, E

(10)
P4,F6 and E

(12)
P4,F6 while the

thinner blue curves refer to the standard ones [19, 20, 34]

E
(6)
P2,F6, E

(8)
P2,F8, E

(10)
P2,F10 and E

(12)
P2,F12 (see Table II). We

can observe that the new schemes always yield the small-
est peak value for the histograms, i.e. the majority of
the system area is affected by smaller spurious currents
with respect to the standard case. This automatically
implies a smaller spatial extension of the currents. The
insets in Fig. 7 show that the complementary cumula-
tive distribution F̃ = 1− F decreases faster for the new
schemes, i.e. for a given value of u/cs the area of the
system containing larger currents is sizeably smaller for
the new schemes than for the standard ones. We verified
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FIG. 5: Maps of the normalized spurious currents intensity u = |u| for different stencils with fixed Gc2s = −3.6, L = 255 and
ψ = exp(−1/n). In the first row we report the results for the new forcing schemes with a 4-th order isotropic pressure tensor,
while in the second row we report the standard ones. The normalization is performed with respect to um = minu(x) and

uM = maxu(x). The values of the peak velocity are uM/cs ' 0.019 for E
(6)
P4,F6 in (a) and uM/cs ' 0.022 for E

(6)
P2,F6 in (b), and

uM/cs ' 0.012 for E
(8)
P4,F6 in (c) and uM/cs ' 0.014 for E

(8)
P2,F8 in (d), uM/cs ' 0.0088 for E

(10)
P4,F6 in (e) and uM/cs ' 0.0102

E
(10)
P2,F10 in (f), uM/cs ' 0.0071 for E

(12)
P4,F6 in (g) and uM/cs ' 0.0076 for E

(12)
P2,F12 in (h). Coordinates have the origin in the

center of the droplet. The relative intensities have been scaled and “quantized” by multiplying for an integer N = 9 and taking
the (floor) integer part b·c. Hence, the color map has discrete changes, thus easing the area comparison in a given range. The
spatial extension of the currents in the upper row (higher pressure tensor isotropy) is smaller than in the lower row.

that the histograms of the spurious currents eventually
converge, independently on the pressure tensor isotropy
order, for smaller coupling constants Gc2s, near the crit-
ical point. Finally, we verified that by changing the size
of the system to L = 351, while keeping fixed the ratio
between L and the initial droplet radius L/R = 5, the
histogram of log(u/cs) does not change for Gc2s ≤ −3.1,
for both choices of ψ.

In summary, with this series of numerical tests we
showed that a higher order isotropy of the pressure ten-
sor yields spurious currents that are both weaker and less
spatially extended than those emerging from the stan-
dard multi-range approach [19, 20, 34]. Such a result has
been obtained comparing forcing schemes that share the
same lattice force continuum expansion up to a given or-
der, same surface tension and flat interface profile, for
different values of the coupling constant Gc2s and differ-
ent choices of the pseudo-potential ψ, thus establishing
the robustness of the findings.

A. Computational Advantage

In the light of the above discussion, we want to stress

that the new scheme E
(12)
P4,F6 has a significant numerical

advantage over the so-far widely adopted E
(8)
P2,F8, as well

as overE
(12)
P2,F12, since it basically brings all the benefits of

E
(12)
P2,F12 defined with 10 weights (and 56 lattice vectors),

while using only 5 weights (24 lattice vectors). First of
all, the number of memory reads and algebraic operations

needed byE
(12)
P4,F6 for computing the total force is roughly

half of those necessary for E
(12)
P2,F12. Furthermore, the

handling of boundary conditions is drastically simplified,
needing to deal only with a two-node thick boundary

rather than four, as in the case of E
(12)
P2,F12, which is ex-

tremely important for parallel implementations, where
the boundaries need to be constantly exchanged.

With respect to E
(8)
P2,F8, while keeping the same compu-

tational complexity, the new scheme E
(12)
P4,F6 yields a bet-

ter gain for the spurious currents than the one obtained

by using the higher order stencil E
(12)
P2,F12. Indeed, all the

new stencils presented in this work can easily be used in
any existing code where the forcing is implemented us-
ing 5 weights, simply by substituting the new proposed
values. Hence, the advantages of the present analysis are
readily accessible.

VII. CONCLUSIONS

In the present paper, we have reviewed the isotropy
analysis of the Shan-Chen forcing scheme [10, 11, 19,
20, 34] and generalized it to the lattice pressure ten-
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FIG. 6: Average velocity profiles along the radial direction for different ψ and Gc2s. The average is taken over an angle
∆θ = π/4. Thick red and thin blue lines represent the results for the new and old schemes, respectively. The average profiles
of the new schemes have a faster convergence going away from the droplet surface.

FIG. 7: Normalized velocity u/cs = |u|/cs histogram p(log(u/cs)) for L = 255 and complementary cumulative distribution

F̃ = 1−F (log(u/cs)) for different values of G, choices of ψ and forcing schemes. Data for the new 4-th order isotropic pressure

tensor schemes, i.e. E
(6)
P4,F6, E

(8)
P4,F6, E

(10)
P4,F6 and E

(12)
P4,F6 (see Tab. II), are reported in thick red lines while those related to the

standard higher order schemes [19, 20, 34], i.e. E
(6)
P2,F6, E

(8)
P2,F8, E

(10)
P2,F10 and E

(12)
P2,F12 (see Tab. II), are reported in thin blue.

sor defined in [44]. As a first step, we fine-grained the
isotropy analysis to the single group of the forcing vec-
tors used in the multi-range models by extending the
parametrization of the relevant tensorial structures in-
troduced in [68] (see Appendix E). Such fine-grained ap-
proach, together with the treatment of mixed vectorial

structures (see Appendix B), allowed us to write the gen-
eral form of the fourth-order expansion of the lattice pres-
sure tensor for the multi-range schemes E(4), E(6) and
E(8) [see Eq. (24)]. Such general expression highlights
the anisotropic contributions, allowing to define the new
isotropy conditions for the lattice pressure tensor expan-
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sion, namely χI = ΛI = 0 [see Eq. (25)]. In particular,
we noticed that the 4-th order isotropy condition for the
forcing can be obtained by a linear combination of the
pressure tensor conditions, i.e. I4,0 = 4(χI + ΛI) [see
Eq. (26)]. This result has the important consequence of
making the value of the surface tension of the flat in-
terface independent from the anisotropic coefficients χI
and ΛI [see Eq. (26) and (31)], thus securing its phys-
ical meaning. Finally, we designed a numerical setup
capable of keeping fixed the forcing expansion (up to the
4-th order) and the macroscopic flat interface properties
(i.e. flat interface profile and surface tension), thus iso-
lating the role of the pressure tensor isotropy. Hence,

starting from the previously proposed E
(6)
P2,F6, E

(8)
P2,F8,

E
(10)
P2,F10 and E

(12)
P2,F12 multi-range schemes [19, 20, 34],

where we indicate with P# and Fk the isotropy order
of the pressure tensor and forcing respectively, we ob-

tained the new schemes E
(6)
P4,F6, E

(8)
P4,F6, E

(10)
P4,F6 and

E
(12)
P4,F6 (see Table II). We showed in Figures 5 and 7

that the higher isotropy degree for the pressure tensor
yields weaker and less spatially extended spurious cur-
rents, even when the forcing isotropy of the new schemes
is lower than that of the old ones. The source code for
the simulations can be found on the github repository
https://github.com/lullimat/idea.deploy [55–62], where
a Jupyter notebook [61] is available to reproduce the re-
sults reported in this paper.

On a more general perspective, the difference between
the isotropy conditions of the lattice forcing and the lat-
tice pressure tensor can be traced back to the differ-
ent algebraic structure of their Taylor expansions: while
the forcing expansion only involves higher order deriva-
tives, the pressure tensor introduces products of lower
order ones [53]. The possibility to express the 4-th order
isotropy condition of the forcing as a linear combination
of the two new conditions, ΛI = χI = 0, for the pressure
tensor, is striking and pointing at a more fundamental
structure underlying both lattice quantities. It would be
interesting to extend the present analysis to further or-
ders and check whether the new isotropy conditions for
the lattice pressure tensor would still be compatible with
the forcing ones. Indeed, the analysis of the isotropy of
the lattice pressure tensor opens up yet another “dimen-
sion” to study and control the spurious currents, yielding
a more effective reduction of the latter at a fixed forcing
isotropy order.

Finally, the possibility to isolate the anisotropic parts
of the pressure tensor lays the foundation for a sys-
tematic treatment, in the multi-range case, of the re-
maining isotropic components. This is of utmost impor-
tance when bridging the Lattice Boltzmann method to
other thermodynamic and mesoscopic descriptions of the
physics of multi-phase interfaces [47]. Future work will
be focusing on the three-dimensional generalization of the
present procedure, possibly considering a higher isotropy
order for the lattice pressure tensor, as well as the exten-
sion to the multi-component case.
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Appendix A: Lattice Pressure Tensor Definition

In this Section, we provide a detailed review for the
derivation of the lattice pressure tensor as described
in [44] and summarized in Section IV. We write the total
force crossing a given unit area element [44, 53] as the
pressure flux through the same element, which for each
group G` reads

Fµ`,(k) (x) =
∑

ea∈G`

Fµa,(k) (x) = −
∑

ea∈G`

Pµαa (x) Aα(k),

(A1)
where A(y) = e1 and A(x) = e2 are the unit areas and
Fµ`,(k) (x) is the group total force crossing the area ele-

ment A(k), while Fµa,(k) (x) is the specific contribution

along direction ea. Let us come to the details of the cal-
culation. A possible way to write Fµa,(k) is given by com-

puting the contributions Na,(k) of the vectors ea crossing

A(k) multiplied by the norm of an average force F̄a(x),
i.e.

Fµa,(k) (x) = F̄a (x)Na,(k) e
µ
a . (A2)

Hence, we need to specify both Na,(k) and F̄a (x). Let
us start from the former. We draw in Fig. 8 (a),
(b) and (c) the force vectors intersecting the two unit
area elements A(x) (horizontal red line) and A(y) (ver-
tical red line), choosing, as an example, one direc-
tion for each of the three groups G2, G8 and G5 re-
spectively. We determine Na,(k) using the following
rules: i) if a vector ea, starting either at x + cbeb or
x − ea + cbeb (with cb and eb chosen in order to guar-
antee the intersection), crosses the area element any-
where along its surface, excluding its boundary, then it
contributes with weight N(k) (x + cbeb,x + ea + cbeb) =
N(k) (x− ea + cbeb,x + cbeb) = 1, ii) if a vector ea
starts or ends at the position where A(k) is cen-
tered or it only superpose along the boundary, then
it counts with weight N(k) (x + cbeb,x + ea + cbeb) =
N(k) (x− ea + cbeb,x + cbeb) = 1/2. The second rule is

https://github.com/lullimat/idea.deploy
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e5

e13

e17

(a) (b) (c)

FIG. 8: Sketch for the computation of the number of contributions Na,(k) of forcing vectors crossing the area elements. The
three examples in panels (a), (b) and (c), correspond to a = 5, 13 and 17 (from left to right), respectively. In the middle we
sketch in solid red lines the two area elements A(x) = e2 and A(y) = e1, while we report in dashed those parallel area element
“sharing” a given forcing vector.

needed to avoid double counting the contribution of those
vectors along the same direction that are “shared” by dis-
tinct parallel area elements (see Fig. 8). A supplementary
rationalization of the last result for the “shared” forcing
vectors [44] has been given in [53], following the pressure
tensor construction of Irving & Kirkwood [70]: the factor
1/2 follows from choosing, on the basis of isotropy consid-
erations, the normalization of the Dirac delta on half of

the real line as
∫ 0

−∞ δ(x) = 1/2. In summary: each vec-
tor parallel to a given ea and crossing the area element
A(k), contributes to the total sum Na,(k) by a weight that
equals 1, if the vector crosses the area element, or 1/2 if
the vector is shared by parallel area elements, i.e. if the
vector starts or ends in the middle of the area element
or simply touches the boundary of the area. Now we can
determine the values of Na,(k) for the examples reported
in Fig. 8. Let us begin with e5 and e13 for which the ex-
pression does not depend on the choice k of the direction
of the unit area element

N5,(k) = N(k) (x,x + e5) +N(k) (x− e5,x)

=
1

2
+

1

2
= 1,

N13,(k) = N(k) (x− e13,x) +N(k)

(
x− e13

2
,x +

e13

2

)
+N(k) (x,x + e13)

=
1

2
+ 1 +

1

2
= 2,

(A3)

whereas in the case of e17 we need to distinguish the area
element directions

N17,(y) = N(y) (x− e17,x) +N(y) (x,x + e17)

+N(y) (x− e1,x− e1 + e17)

+N(y) (x− e1 − e2,x− e1 − e2 + e17)

= 4× 1

2
= 2,

(A4)

N17,(x) = N(x) (x− e17,x) +N(x) (x,x + e17)

= 2× 1

2
= 1.

(A5)

As it was noticed in [44], the sum of these values coincides
with the absolute value of the scalar product of the force
direction and the area element

Na,(k) = eαaA
α
(k), (A6)

i.e. equal to exa and eya when crossing A(y) and A(x),
respectively. Note that possible sign changes in Na,(k)

reflect the possible choices of orientation of the area ele-
ments. We can rewrite Eq (A2) as

Fµa,(k) (x) = F̄a (x) eµae
α
a A

α
(k) = −Pµαa (x) Aα(k), (A7)

from which one can read the definition of the lattice pres-
sure tensor [44]

Pµνa (x) = −F̄a (x) eµae
ν
a. (A8)

We remark that the above definition of Na,(k) carries a
sign of the relative orientation of the forcing vectors and
the area element. While the vectorial nature of this sign
is relevant for the definition of the pressure tensor, the
contribution of a specific forcing vector is always assumed
positive, i.e. the sign of Na,(k) is the same for a specific
forcing vector ea and its opposite eā = −ea, in agreement
with the construction presented in [53].

We now make some remarks about the symmetries of
the terms in Eq. (A8). We notice that the product of
the stencil vectors on the right-hand side is invariant
under axis reversal, or parity, transformations. Hence,
opposite vectors, e.g. e1 and e3 = −e1, yield exactly
the same contribution to the pressure tensor. On top of
this we also notice that every time a −ea appears in the
pseudo-potential ψ space dependence, it can be substi-
tuted with the opposite vector eā = −ea belonging to
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the same group. Hence, when considering all the vectors
of the stencil, we need to multiply the total sum by 1/2.

Let us now define the average force F̄a. In order
to take into account the variation of the force vectors
crossing the area elements, we need to use an average
force F̄a (x). In the multi-range case, one can immedi-
ately notice that the number of contributions for a given
ea may vary according to the direction of the area ele-
ment. Let us use as a starting point the weighted sum
of the crossing forces through A(k) along the direction
ea, i.e. the sum of the products between the weights
N(k) (x + cbeb,x + ea + cbeb), and the magnitude of the
force defined between the same couple of points. For ex-
ample, in the case of e17 one would obtain

F̄17,(y) =−Gc2sW (5)ψ (x)

[
1

2
ψ (x− e17) +

1

2
ψ (x + e17)

]
−1

2
Gc2sW (5)ψ (x− e1)ψ (x− e1 + e17)

−1

2
Gc2sW (5)ψ (x− e1 − e2)ψ (x− e1 − e2 + e17) ,

F̄17,(x) =−Gc2sW (5)ψ (x)

[
1

2
ψ (x− e17) +

1

2
ψ (x + e17)

]
,

(A9)

A possible way to define a unique average force is to
use the weighted sum with the largest total contribu-
tion and normalize it to the total sum of the weights.
For the present case, we select F̄17 (x) normalizing it by
|N17,(y)| = |ex17|, i.e.

F̄17 (x) =
1

|N17,(y)|
F̄17,(y) (x) . (A10)

Such a choice implies that, when considering the contri-
bution of the forcing direction ea crossing the surface area
A(k) (i.e., Fµa,(k) (x), with k = x, y), one would obtain

Fµ17,(y)(x) = F̄17 (x) eα17e
µ
17A

α
(y) =

Aα(y)e
α
17

|N17,(y)|
F̄17,(y) (x) eµ17

=
N17,(y)

|N17,(y)|
F̄17,(y) (x) eµ17 = F̄17,(y) (x) eµ17 sign (ex17) ,

Fµ17,(x)(x) = F̄17 (x) eα17e
µ
17A

α
(x) =

Aα(x)e
α
17

|N17,(y)|
F̄17,(y) (x) eµ17

=
N17,(x)

|N17,(y)|
F̄17,(y) (x) eµ17 =

1

2
F̄17,(y) (x) eµ17 sign (ey17) ,

(A11)

hence, |F17,(y) (x) | = |F17,(x) (x) |/2 which is consistent
with the ratio of the number of contributing vectors for
the two area elements.

The above discussion has focused on those force vec-
tors whose components do not have equal magnitude,
or are not proportional to the coordinate basis. How-
ever, the above construction naturally applies to those
vectors whose components have the same magnitude,

i.e. {G2,G8}, since the intersecting vectors yield the
same contribution for both area elements |Fa,(y) (x) | =
|Fa,(x) (x) |, and also to the vectors proportional to the
coordinate basis, i.e. {G1,G4}, for which the number of
crossings alternatively equals zero according to Na,(k) =
eαaA

α
(k).

Now, we can write the contribution to the lattice pres-
sure tensor Pµνa for a specific vector belonging to each
group, ordered according to squared norm of the group
vectors ` = |ea|2

Pµν1 =Gc2sW (1)ψ (x)

[
1

2
ψ (x + e1) +

1

2
ψ (x− e1)

]
eµ1e

ν
1 ,

Pµν5 =Gc2sW (2)ψ (x)

[
1

2
ψ (x + e5) +

1

2
ψ (x− e5)

]
eµ5e

ν
5 ,

Pµν9 =
Gc2s

2
W (4)ψ (x)

[
1

2
ψ (x + e9) +

1

2
ψ (x− e9)

]
eµ9e

ν
9

+
Gc2s

2
W (4)ψ

(
x− e9

2

)
ψ
(
x +

e9

2

)
eµ9e

ν
9 ,

Pµν17 =
Gc2s

4
W (5)ψ (x)ψ (x− e17) eµ17e

ν
17

+
Gc2s

4
W (5)ψ (x)ψ (x + e17) eµ17e

ν
17

+
Gc2s

4
W (5)ψ (x− e1)ψ (x− e1 + e17) eµ17e

ν
17

+
Gc2s

4
W (5)ψ (x− e1 − e2)

× ψ (x− e1 − e2 + e17) eµ17e
ν
17,

Pµν13 =
Gc2s

4
W (8)ψ (x)ψ (x + e13) eµ13e

ν
13

+
Gc2s

4
W (8)ψ (x)ψ (x− e13) eµ13e

ν
13

+
Gc2s

2
W (8)ψ

(
x− e13

2

)
ψ
(
x +

e13

2

)
eµ13e

ν
13.

(A12)

The latter quantities can be used to define the different
contributions to the full lattice pressure tensor reported
in Eqs. (19), (20), (21) and (22) of Section IV.

Appendix B: Lattice Pressure Tensor Continuum
Expansion

In this Section we provide some detailed calculations
for the 4-th order continuum expansion of the pressure
tensor. Let us start from the leading order Pµν[0] : one can

check that the contributions from all groups sum up to
yield the second order isotropy constant e2 (cf. Eq. (C1))

Pµν[0] =
Gc2s

2
ψ2
∑
ea∈G

W
(
|ea|2

)
eµae

ν
a =

Ge2c
2
s

2
ψ2δµν .

(B1)
If we sum this expression to the kinetic ideal gas contri-
bution Pµνkin(x) = n(x)c2sδ

µν , we obtain the well-known
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expression for the bulk pressure [10, 11, 34]:

Pµνb =

(
nc2s +

Gc2se2

2
ψ2

)
δµν . (B2)

Let us now analyze the second order derivatives terms
(indicated with subscript

[
∂2
]
) from the groups G1,G2,G4

and G5a

Pµν(1, 2)[∂2] = Gc2sW (2)∆αβµνψ∂α∂βψ

+
Gc2s

2
[W (1)− 4W (2)]δαβµνψ∂α∂βψ,

Pµν
(4, 8)

[
∂2

] = 12Gc2sW (8)∆αβµνψ∂α∂βψ

+
3Gc2s

2
[4W (4)− 16W (8)]δαβµνψ∂α∂βψ,

Pµν5a[∂2] = 4Gc2sW (5)∆αβµνψ∂α∂βψ

− 7Gc2s
2

W (5)δαβµνψ∂α∂βψ.

(B3)

These terms can be obtained by applying the results
of Section III and Appendix E and computing the co-
efficients multiplying the isotropic ∆αβµν = δαβδµν +
δαµδβν + δανδβµ and anisotropic δαβµν tensors accord-

ing to
∑

ea∈G` e
α
ae
β
ae
µ
ae
ν
a = A(4) (`) ∆αβµν+B(4)

4 (`) δαβµν .
The expressions for the coefficients read

A(4) (`) =
∑

ea∈G`

(exa)
2

(eya)
2
,

B(4)
4 (`) =

∑
ea∈G`

(exa)
4 − 3A(4) (`) .

(B4)

Similarly, one finds the terms containing the product
of first order derivatives (indicated with subscript [∂∂])
yielded by G8 and G4

Pµν(4, 8)[∂∂] =− 4Gc2sW (8) ∆αβµν∂αψ∂βψ

− Gc2s
2

[4W (4)− 16W (8)]δαβµν∂αψ∂βψ,

(B5)

The only contributions to the expansion of the lattice
pressure tensor that require further attention are the ones
related to the shifted vectors of G5 reported in Eq. (22).
Differently from the other contributions, Eq. (22) yields
an expansion where the product of two pairs of different

vectors appears, namely terms of the type eα1 e
β
1 e
µ
2e
ν
2 . In

order to extract from the latter terms the same tensorial
structures appearing in Eαβµν` , namely ∆αβµν and δαβµν ,
we first need to define some basic quantities in terms of
the Cartesian basis vectors, i.e. e1 and e2. As a first step
we express the Kronecker delta as

δαβ = δµνδ
αµδβν = δαx δ

β
x + δαy δ

β
y = eα1 e

β
1 + eα2 e

β
2 . (B6)

Hence, by the same token, we write the rank-4 Kronecker
delta as

δαβµν = eα1 e
β
1 e
µ
1e
ν
1 + eα2 e

β
2 e
µ
2e
ν
2 . (B7)

In order to compute the 4-th order expansion of Eq. (22)

we need to manipulate the quantity 8e
(µ
1 e

ν)
2 e

(ρ
1 e

σ)
2 , where

we indicate the symmetric part of the vectors product

as e
(µ
1 e

ν)
2 = (eµ1e

ν
2 + eν1e

µ
2 )/2. Since we want to retrieve

terms related to ∆αβµν and δαβµν we sum and subtract
a few terms as follows

8e
(α
1 e

β)
2 e

(µ
1 e

ν)
2 = 2

(
eα1 e

β
2 + eα2 e

β
1

)
(eµ1e

ν
2 + eµ2e

ν
1)

= 2(eα1 e
µ
1 (eβ1 e

ν
1 + eβ2 e

ν
2)− eα1 e

µ
1e
β
1 e
ν
1)

+2(eβ1 e
µ
1 (eα1 e

ν
1 + eα2 e

ν
2)− eβ1 e

µ
1e
α
1 e
ν
1)

+2(eα1 e
ν
1(eβ1 e

µ
1 + eβ2 e

µ
2 )− eα1 eν1e

β
1 e
µ
1 )

+2(eβ1 e
ν
1(eα1 e

µ
1 + eα2 e

µ
2 )− eβ1 eν1eα1 e

µ
1 ).

(B8)

It is still possible to perform a similar manipulation that
would finally yield the desired tensorial structure and the
very same term we started with but with opposite sign

8e
(α
1 e

β)
2 e

(µ
1 e

ν)
2 = + 2[(eα1 e

µ
1 + eα2 e

µ
2 )
(
eβ1 e

ν
1 + eβ2 e

ν
2

)
− eα2 e

β
1 e
µ
2e
ν
1 −

(
eα1 e

µ
1e
β
1 e
ν
1 + eα2 e

µ
2e
β
2 e
ν
2

)
]

+ 2[
(
eβ1 e

µ
1 + eβ2 e

µ
2

)
(eα1 e

ν
1 + eα2 e

ν
2)

− eα1 e
β
2 e
µ
2e
ν
1 −

(
eβ1 e

µ
1e
α
1 e
ν
1 + eα2 e

ν
2e
β
2 e
µ
2

)
]

+ 2[(eα1 e
ν
1 + eα2 e

ν
2)
(
eβ1 e

µ
1 + eβ2 e

µ
2

)
− eβ1 eα2 eν2e

µ
1 −

(
eβ1 e

µ
1e
α
1 e
ν
1 + eβ2 e

µ
2e
α
2 e
ν
2

)
]

+ 2[
(
eβ1 e

ν
1 + eβ2 e

ν
2

)
(eα1 e

µ
1 + eα2 e

µ
2 )

− eα1 e
β
2 e
ν
2e
µ
1 −

(
eα1 e

µ
1e
β
1 e
ν
1 + eα2 e

µ
2e
β
2 e
ν
2

)
]

= 2(2δαµδβν+2δβµδαν − 4δαβµν)− 8e
(α
1 e

β)
2 e

(µ
1 e

ν)
2 ,

(B9)

thus, we can write the following relation

8e
(α
1 e

β)
2 e

(µ
1 e

ν)
2 = 2δαµδβν + 2δβµδαν − 4δαβµν . (B10)

Now, we examine the derivative expansion. Starting
from Eq. (22), we begin by selecting the terms that are
proportional to the second order derivative, bearing in
mind to decompose the vectors e17, e18, e19 and e20 as
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a sum of e1 and e2. Hence, we obtain

Pµν5b[∂2] =
Gc2s

4
W (5) eα2 e

β
2 ([eµ18e

ν
18] + [eµ19e

ν
19])ψ∂α∂βψ

+
Gc2s

4
W (5)(eα1 e

β
1 [eµ17e

ν
17] + eα3 e

β
3 [eµ20e

ν
20])ψ∂α∂βψ

+
Gc2s

4
W (5)eα5 e

β
5 ([eµ17e

ν
17] + [eµ18e

ν
18])ψ∂α∂βψ

+
Gc2s

4
W (5)eα6 e

β
6 ([eµ19e

ν
19] + [eµ20e

ν
20])ψ∂α∂βψ

= +
3Gc2s

2
W (5) (eµ1e

ν
1e
α
1 e
β
1 + eα2 e

β
2 e
µ
2e
ν
2)ψ∂α∂βψ

+
Gc2s

2
W (5)(eα1 e

β
1 + eα2 e

β
2 )(eµ1e

ν
1 + eµ2e

ν
2)ψ∂α∂βψ

+
5Gc2s

2
W (5)(eα1 e

β
1 + eα2 e

β
2 )(eµ1e

ν
1 + eµ2e

ν
2)ψ∂α∂βψ

+Gc2sW (5)(8e
(α
1 e

β)
2 e

(µ
1 e

ν)
2 )ψ∂α∂βψ

=
Gc2s

4
W (5) (8∆αβµν + 4δαβδµν − 10δαβµν)ψ∂α∂βψ

(B11)

Similarly, we consider the terms proportional to the prod-
uct of two first derivatives from the expansion of Eq. (22),
and finally obtain

Pµν5b[∂∂] = −Gc
2
s

2
W (5) eα5

(
eβ1 [eµ17e

ν
17] + eβ2 [eµ18e

ν
18]
)
∂αψ∂βψ

− Gc2s
2
W (5) eα6

(
eβ2 [eµ19e

ν
19] + eβ3 [eµ20e

ν
20]
)
∂αψ∂βψ

= −3Gc2sW (5)
(
eα1 e

β
1 e
µ
1e
ν
1 + eα2 e

β
2 e
µ
2e
ν
2

)
∂αψ∂βψ

−Gc2sW (5) (eµ1e
ν
1 + eµ2e

ν
2)
(
eα1 e

β
1 + eα2 e

β
2

)
∂αψ∂βψ

−Gc2sW (5) (8e
(α
2 e

β)
1 e

(µ
1 e

ν)
2 )∂αψ∂βψ

= −Gc2sW (5)
(
2∆αβµν − δµνδαβ − δαβµν

)
∂αψ∂βψ

(B12)

It is now possible to sum up all the contributions, i.e.
Eqs (B1), (B3), (B5), (B11) and (B12), and recover the
full expansion reported in Eq. (24).

Appendix C: Forcing weights as a function of {e2n}
and ε

By treating the forcing weights {W (|ea|2)} as degrees
of freedom, we can write them as functions of the first
four isotropy constants {e2n} and the parameter ε. We
do so in order to gain insight on the definition of the new

forcing schemes, E
(6)
P4,F6, E

(8)
P4,F6 E

(10)
P4,F6 and E

(12)
P4,F6,

yielding a higher order pressure tensor isotropy. The ad-
vantage results in a better understanding of the impli-
cations on the isotropy conditions when fixing the force
expansion coefficients e2n and the macroscopic flat inter-
face properties by means of ε.

We start by explicitly writing the expressions of {e2n}
and ε according to the new parametrization reported in
Eq. (E3) (see Appendix E for details)

e2 = 2W (1) + 4W (2) + 8W (4) + 20W (5) + 16W (8) ,

e4 = 4W (2) + 32W (5) + 64W (8) ,

e6 =
4

3
W (2) +

80

3
W (5) +

256

3
W (8) ,

e8 =
4

9
W (2) +

128

9
W (5) +

1024

9
W (8) ,

ε =
48W (4) + 96W (5) + 96W (8)

6W (1) + 12W (2) + 72W (4) + 156W (5) + 144W (8)
.

(C1)

It is possible to invert this system of equations and ob-
tain the five weights as functions of the four isotropy
coefficients and ε

W (1) =
1

24

[
6e2

(ε− 1)
+ 18e2 − 20e4 + 27e6 − 9e8

]
,

W (2) =
1

36
(16e4 − 24e6 + 9e8) ,

W (4) =− 1

96

[
6e2

(ε− 1)
+ 6e2 − 5e4 + 18e6 − 9e8

]
,

W (5) =− 1

144
(4e4 − 15e6 + 9e8) ,

W (8) =
1

576
(e4 − 6e6 + 9e8) .

(C2)

We can use the above transformation to rewrite in the
new variables the forcing isotropy conditions

I4,0 = +2W (1)− 8W (2) + 32W (4)− 28W (5)− 128W (8)

= − 3e2

2 (ε− 1)
− 1

2
(e2 + 6e4) ,

I6,0 = +2W (1)− 16W (2) + 128W (4)

− 140W (5)− 1024W (8)

= − 15e2

2 (ε− 1)
− 1

2
(13e2 + 30e6) ,

I8,0 = +2W (1) + 32W (2) + 512W (4)

− 2108W (5) + 8192W (8)

= − 63e2

2 (ε− 1)
− 1

2
(61e2 − 224e4 + 840e6 − 630e8) ,

I8,1 = −8

3
W (2) +

176

3
W (5)− 2048

3
W (8)

= −4e4 + 15e6 − 15e8,

(C3)

and the pressure tensor ones

χI =− 1

144

[
18e2

(ε− 1)
+ 18e2 − 17e4 + 57e6 − 18e8

]
,

ΛI =− 1

144

[
36e2

(ε− 1)
+ 125e4 − 57e6 + 18e8

]
.

(C4)
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Given the condition I4,0 = 0, and matching both e2 and

ε, it follows that, at least for E
(6)
P4,F6 and E

(8)
P4,F6 (for

which the above equations are valid), also the value of
e4, i.e. the surface tension, is matched. Our strategy

(cf. Section V C) yields the same result also for E
(10)
P4,F6,

while for E
(12)
P4,F6 the value of e4 differs from the target

one e4(E
(12)
P2,F12) by 10−4, as reported in Table I. Such a

discrepancy will be the subject of further studies, and it
only appears when mimicking with 5 weights W (`) the
isotropy properties of a stencil defined using 10 different
weights.

Let us conclude this section by proving the relation
in Eq. (32). We only need to use the definition of the
coefficients χT = 4W (5) + 8W (8) and ΛT = 2W (2) +
24W (8) + 12W (5), provided right after the general ex-
pansion of the pressure tensor in Eq. (25), and compare
with the definition of e4 in Eq. (C1) obtaining

χT + ΛT =
1

2
[4W (2) + 32W (5) + 64W (8)] =

e4

2
(C5)

Appendix D: One dimensional Lattice Pressure
Tensor

In this Section, we provide a few details that allow
to quickly compute the lattice pressure tensor for a
one-dimensional interface without starting from the two-
dimensional expression. This is instrumental for comput-

ing, in the case of E
(10)
P2,F10 and E

(12)
P2,F12, the values of the

different coefficients α, β, γ and η that have been pro-
vided in Sec. V for the case of a stencil with five weights

only. Thus, we determine the expression for ε(E
(10)
P2,F10)

and ε(E
(12)
P2,F12). Let us start by considering a planar in-

terface between gas and liquid phases whose normal is
oriented along the x axis. To illustrate the key steps,
let’s focus on the vectors of the group G1: given the ar-
guments in Appendix A, we only need to consider half
of the vectors of each group; moreover by symmetry, we
already know that in this case P xy` = 0, for each group
G`. Hence, we only need to consider the diagonal terms
of the lattice pressure tensor. We focus on P xx first: all
terms are multiplied by exae

x
a, hence only e1 contributes.

Considering that the pseudopotential only depends on x,
we can follow the construction presented in Appendix A
and write the average force as

F̄1 = −Gc
2
s

2
ψ (x) [ψ (x+ 1) + ψ (x− 1)] , (D1)

hence, the the contribution to P xx from the group G1 is

P xx(1) (x) = −F̄1 (x) ex1e
x
1 =

Gc2s
2
ψ (x) [ψ (x+ 1) + ψ (x− 1)] .

(D2)
Let us now consider P yy: all terms will be multiplied
by eyae

y
a so that only the direction e2 contributes. How-

ever, along this direction, the pseudopotential keeps the

constant value ψ(x) so that we can immediately find

P yy(1) (x) = −F̄2 (x) ey2e
y
2 = Gc2sψ

2 (x) . (D3)

This construction is straightforward, and by making use
of the results in Appendix A, we can write the two di-
agonal components of the lattice pressure tensor for the
stencil E(12). Let us begin with P xx

P xx (x) = Gc2sa
(xx)
[−4,0,4]ψ (x) (ψ (x+ 4) + ψ (x− 4))

+Gc2sa
(xx)
[−3,0,3]ψ (x) (ψ (x+ 3) + ψ (x− 3))

+Gc2sa
(xx)
[−2,0,2]ψ (x) (ψ (x+ 2) + ψ (x− 2))

+Gc2sa
(xx)
[−1,0,1]ψ (x) (ψ (x+ 1) + ψ (x− 1))

+Gc2sb
(xx)
[2,2]ψ (x+ 2)ψ (x− 2)

+Gc2sb
(xx)
[1,1]ψ (x+ 1)ψ (x− 1)

+Gc2sb
(xx)
[1,3] [ψ (x+ 3)ψ (x− 1) + ψ (x+ 1)ψ (x− 3)]

+Gc2sb
(xx)
[1,2] [ψ (x+ 2)ψ (x− 1) + ψ (x+ 1)ψ (x− 2)] ,

(D4)

with the coefficients given by

a
(xx)
[−4,0,4] =2W (16) + 4W (17) ,

a
(xx)
[−3,0,3] =

3

2
W (9) + 3W (10) + 3W (13) ,

a
(xx)
[−2,0,2] =W (4) + 2W (5) + 2W (8) +

4

3
W (13) ,

a
(xx)
[−1,0,1] =

1

2
W (1) +W (2) +W (5) +W (10) +W (17) ,

b
(xx)
[2,2] =4W (16) + 8W (17) ,

b
(xx)
[1,1] =2W (4) + 4W (5) + 4W (8) +

16

3
W (13) ,

b
(xx)
[1,3] =4W (16) + 8W (17) ,

b
(xx)
[1,2] =3W (9) + 6W (10) + 6W (13) .

(D5)

Finally we write P yy

P yy (x) = Gc2sa
(yy)
[−4,0,4]ψ (x) (ψ (x+ 4) + ψ (x− 4))

+Gc2sa
(yy)
[−3,0,3]ψ (x) (ψ (x+ 3) + ψ (x− 3))

+Gc2sa
(yy)
[−2,0,2]ψ (x) (ψ (x+ 2) + ψ (x− 2))

+Gc2sa
(yy)
[−1,0,1]ψ (x) (ψ (x+ 1) + ψ (x− 1))

+Gc2sa
(yy)
[0] ψ2 (x)

+Gc2sb
(yy)
[2,2]ψ (x− 2)ψ (x+ 2)

+Gc2sb
(yy)
[1,1]ψ (x− 1)ψ (x+ 1)

+Gc2sb
(yy)
[1,3] [ψ (x+ 3)ψ (x− 1) + ψ (x+ 1)ψ (x− 3)]

+Gc2sb
(yy)
[1,2] [ψ (x+ 2)ψ (x− 1) + ψ (x+ 1)ψ (x− 2)] ,

(D6)



20

and the related coefficients

a
(yy)
[−4,0,4] =

1

4
W (17) ,

a
(yy)
[−3,0,3] =

1

3
W (10) +

4

3
W (13) ,

a
(yy)
[−2,0,2] =

1

2
W (5) + 2W (8) + 3W (13) ,

a
(yy)
[−1,0,1] =W (2) + 4W (5) + 9W (10) + 16W (17) ,

a
(yy)
[0] =W (1) + 4W (4) + 9W (9) + 16W (16) ,

b
(yy)
[2,2] =

1

2
W (17) ,

b
(yy)
[1,1] =W (5) + 4W (8) + 12W (13) ,

b
(yy)
[1,3] =

1

2
W (17) ,

b
(yy)
[1,2] =

2

3
W (10) +

8

3
W (13) .

(D7)

The expressions in Eqs (D4) and (D6) include all the
lower isotropy stencils as subcases. Let us now examine
the Taylor expansion of P xx from which we can extract
the expression for ε for E(12). Let us report once again
the general expression (see Eq. (27))

P xx = nc2s +
Gc2se2

2
ψ2 +

Gc2s
12

[
βψ

d2ψ

dx2
+ α

(
dψ

dx

)2
]

(D8)
for which the coefficients are now given by

α =− [24W (4) + 48W (5) + 48W (8) + 144W (9)]

− [288W (10) + 352W (13) + 480W (16) + 960W (17)]

β =6W (1) + 12W (2) + 72W (4) + 156W (5) + 144W (8)

+342W (9) + 696W (10) + 812W (13) + 1056W (16)

+2124W (17)

(D9)

so that by following the definition ε = −2α/β one gets
the extended expression for ε.

We also wish to check the surface tension coefficient.
In order to do so, we first report the Taylor expansion
for P yy

P yy = nc2s +
Gc2se2

2
ψ2 +

Gc2s
4

[
ηψ

d2ψ

dx2
+ γ

(
dψ

dx

)2
]

(D10)
and its coefficients

η =4 [W (2) + 7W (5) + 12W (8)]

+4

[
46

3
W (10) +

148

3
W (13) + 27W (17)

]

γ =− 4 [W (5) + 4W (8)]

− 4

[
8

3
W (10) +

68

3
W (13) + 5W (17)

]
(D11)

We notice that it is only possible to translate these combi-
nations of weights in terms of the isotropy coefficients e2n

and ε only for stencils up toE(8): starting fromE(10), the
number of weights outgrows the number of isotropy coef-
ficients at which order the forcing is isotropic. Using the
isotropy coefficients of the orders for which the isotropy
conditions are not satisfied only brings in linearly depen-
dent equations, so it is not a viable alternative.

Finally, we write the surface tension as

σ =

∫ +∞

−∞
dx [P xx(x)− P yy(x)]

= −Gc
2
s

12
[β − α+ 3 (γ − η)]

∫ +∞

−∞
dx

[
dψ (x)

dx

]2

(D12)

from which we define the constant coefficient σ̂ = −[β −
α+ 3 (γ − η)]/12

σ̂ =− 1

2
[W (1) + 16W (2) + 18W (5) + 81W (9)]

− 1

2
[128W (10) + 50W (13) + 256W (16) + 450W (17)] .

(D13)

We provide here the expressions of e4 and I4,0 for E(12)

e4 =4W (2) + 32W (5) + 64W (8) + 72W (10)

+288W (13) + 128W (17)

I4,0 =2W (1)− 8W (2) + 32W (4)− 28W (5)− 128W (8)

+162W (9) + 112W (10)− 476W (13)

+512W (16) + 644W (17),

(D14)

so that one can check that the same result as in Eq. (32)
still holds

σ̂ = −e4

2
− I4,0

4
= −e4

2
, (D15)

assuming that I4,0 = 0, i.e. the 4-th order isotropy con-
dition is satisfied.

The different expressions for the isotropy coeffi-
cients are reported in the Jupyter notebook [61] rela-
tive to this paper, accessible on the github repository
https://github.com/lullimat/idea.deploy [55–62].

Appendix E: Stencil Isotropy Details

In this Section, we present the details of the derivation
of the expressions for the isotropy constants, i.e. e2n, and
forcing isotropy conditions, i.e. I2n,k, which have been in-
troduced in Section III as the isotropic and anisotropic
contributions to Eµ1...µ2n in Eq. (11) and further speci-
fied in Eqs. (12) and (13). Expressing the isotropy con-
stants e2n as functions of the weights, as in Appendix C,

https://github.com/lullimat/idea.deploy
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allows us to define the system of equations whose solu-

tion is the set of weights definingE
(6)
P4,F6, E

(8)
P4,F6, E

(10)
P4,F6

and E
(12)
P4,F6 (see Table II), yielding a 4-th order isotropic

pressure tensor. The presentation below provides a basis
for the generalization of the results presented in this pa-
per at higher order and in three-dimensions, which must
be complemented by a parallel development of the re-
sults obtained in Appendix B relative to the product
of vectors belonging to different groups [see Eq. (B10)].
Technically, we adopt a slightly different perspective with
respect to earlier multi-range works [19, 34], by general-
izing (to the best of our knowledge) the analysis reported
in [68], which was limited to the 6-th isotropy order [76].

Let us start from the definition of Eµ1...µ2n in Eq. (11):
we can see that a summation over all groups is used.
However, we can split the definition for each group, i.e.
keeping fixed the square norm |ea|2 = `, so that we can
write the group-wise quantities as

Eµ1...µ2n

` =
∑

ea∈G`

eµ1
a e

µ2
a · · · eµ2n

a , (E1)

for which a possible parametrization for n ≥ 2 can be
written as

Eµ1...µ2n

` =A(2n) (`) ∆µ1...µ2n

+B(2n)
2n (`) δµ1...µ2n

+B(2n)
2n−2 (`) [δµ1µ2δµ3...µ2n + perms] + · · ·

+B(2n)
2n−M(n) (`) [δµ1...µM(n)δµM(n)+1...µ2n + perms]

(E2)

or in a more compact form

Eµ1...µ2n

` = A(2n) (`) ∆µ1...µ2n

+

M(n)/2∑
k=0

B(2n)
2n−2k (`) [δµ1...µ2kδµ2k+1...µ2n + perms] .

(E3)

In the above expressions ∆µ1...µ2n is the 2n-rank isotropic
tensor [19, 34, 68], δµ1...µ2n is the 2n-rank Kronecker delta
(which equals one only if all indices take the same value)
and M(n) = n− (2 + nmod 2) (notice that we use both
n and 2n in the definitions). Finally, we set the conven-
tion δµnµk = 1 for n ≥ 1 and k = 0, e.g. δµ1µ0 = 1,
δµ2µ0 = 1 and so on. The constants A(2n) (`) take on dif-
ferent values for each group of vectors of squared length
` = |ea|2 and they all multiply isotropic tensors. Sim-

ilarly, the coefficients B(2n)
2n−2k (`) depend on the specific

group and they all multiply the anisotropic contributions
given by the higher rank Kronecker deltas. Hence, given
Eq. (E3), it is clear that a single group of vectors cannot
be used as a basis for 2n-rank isotropic tensors, because
it is not possible to eliminate the anisotropic contribu-
tions. The solution is to use more than a group as it is
done in Eq. (8), so that the total sum of the 2n-indices
quantities can be made fully isotropic. By summing E`
over the different groups, we single out the coefficients

e2n (cf. Eq.(12) and nearby discussion) multiplying the
fully isotropy tensors of rank 2n, i.e. the isotropy coeffi-
cients, and the isotropy conditions I2n,k = 0 assuring the
vanishing of the anisotropic contributions

e2n =
∑
`

A(2n) (`)W (`) ,{
I2n,k =

∑
`

B(2n)
2n−2k (`)W (`) = 0

}
.

(E4)

We remark that Eq. (E3) only represents a definition of

the anisotropic contribution coefficients B(2n)
2n−2k (`) allow-

ing to set their combination to zero as in Eq. (E4).
Let us now discuss the combinatorial aspect of Eq.

(E3). We remark that the present discussion assumes
n ≥ 2. The quantity M(n) = n− (2 +nmod 2) is related
to the maximum of the sum. The limit k = M(n)/2 is
imposed in order to avoid double counting the tensorial
structures. This point can be better understood by some
direct examples: choosing 2n = 4 we get M(2) = 0, i.e.
the above sum only contains the k = 0 element, which
is indeed the case, since at 4-th order one can only have
either the full isotropic tensor ∆(4) or the higher rank
Kronecker delta δ(4), whose coefficients are going to be
captured by the k = 0 terms. If we consider 2n = 6, then
M(3) = 0 yielding only ∆(6) and δ(6) in agreement with
the highest order explicitly treated in [68]. For 2n = 8
one would get M(4) = 2, so that the sum would end at
k = M(4)/2 = 1. This result is compatible with the anal-
ysis reported in [19, 34] yielding two isotropy conditions
for the forcing at the 8-th order.

Let us now look at the possible arrangements of an
even number of the two variables x and y in a set of
2n elements. For 2n = 4 it is clear that only two ar-
rangements are possible, either {x, x, x, x} or {x, x, y, y}
since the ones obtained from the exchange x ↔ y,
namely {y, y, y, y} and {y, y, x, x}, are expected to yield
the same expressions, given the invariance of the vec-
tors of the group under coordinate permutations. Hence,
for the problem of finding the independent indices ar-
rangements, one needs to consider all those permuta-
tions that are not trivially linked by coordinates ex-
change. In the case of 2n = 6, one still has two possible
arrangements {x, x, x, x, x, x} and {x, x, x, x, y, y}, while
for 2n = 8 there are three, namely {x, x, x, x, x, x, x, x},
{x, x, x, x, x, x, y, y} and {x, x, x, x, y, y, y, y}.

Furthermore, we notice that, at each order 2n,
all arrangements different from the homogeneous one
{x, x, . . . , x, x}, would allow at most two tensorial struc-
tures to yield a contribution. Let us analyze again
the previous examples: for 2n = 4 the combination
{x, x, x, x} is such that both ∆xxxx = 3 (see [19, 68]) and
δxxxx = 1 differ from zero, while for {x, x, y, y} the only
non-zero contribution would be ∆xxyy = 1 since δxxyy =
0. Similar arguments hold for 2n = 6. For 2n = 8 one has
three tensorial structures, namely ∆(8), δ(8) and δ(2)δ(6),

which in Eq. (E3) are multiplied by A(8)(`), B(8)
8 (`) and
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B(8)
6 (`) respectively. For {x, x, x, x, x, x, x, x} all three

terms survive yielding A(8)(`) ∆xxxxxxxx = A(8)(`) 7!!,

B(8)
8 (`) δxxxxxxxx = B(8)

8 (`) and B(8)
6 (`) (δxxδxxxxxx +

perms.) = B(8)
6 (`)

(
8
2

)
, while for {x, x, x, x, x, x, y, y} one

hasA(8)(`) ∆xxxxxxyy = A(8)(`) 5!!, B(8)
8 (`) δxxxxxxyy = 0

and B(8)
6 (`) (δyyδxxxxxx + perms.) = B(8)

6 (`), where in
the last term only one of the possible combinations sur-
vives. The last permutation {x, x, x, x, y, y, y, y} yields
only the term proportional to the fully isotropic ten-
sor A(8)(`) ∆xxxxyyyy = A(8)(`) 3!!3!!. Thus, we can de-
fine a system of equations to determine the coefficients

A(8)(`), B(8)
8 (`) and B(8)

6 (`) for any value of `, by means
of Eq. (E3): we enumerate all possible independent in-
dices permutations and isolate the non-vanishing terms
in ∑

ea∈G`

eµ1
a e

µ2
a · · · eµ8

a

= A(8)(`) ∆µ1...µ8 + B(8)
8 (`) δµ1...µ8

+ B(8)
6 (`) (δµ1µ2δµ3...µ8 + perms),

(E5)

yielding, for each permutation, a linear equation. The
system can then be solved for the coefficients A(8)(`),

B(8)
8 (`) and B(8)

6 (`).
Let us now analyze the general case in which we select

the first 2nx indices to be equal to x and the remaining
2n− 2nx = 2ny to be equal to y, so that one would get∑

ea∈G`

(exa)
2nx (eya)

2ny =

= A(2n) (`) (2nx − 1)!! (2ny − 1)!! + B(2n)
2n (`) δk (2ny)

+

M(n)/2∑
k=1

B(2n)
2n−2k (`)

[
Z

(2n)
2n−2kδk (2ny) + δk (2ny − 2k)

]
,

(E6)

where δk(a) is the Kronecker delta being equal to 1 when

a = 0, and Z
(2n)
2n−2k =

(
2n

2n−2k

)
=
(

2n
2k

)
indicates the num-

ber of possible independent permutations of the indices
in the terms δµ1...µ2kδµ2k+1...µ2n .

The above arguments of symmetry under coordinate
exchange x ↔ y impose a lower limit 2nx ≥ m(n) =
n + n mod 2: all indices permutations below this value,
i.e. 2nx < m(n), coincide, under coordinates exchange
x ↔ y, with those such that 2nx ≥ m(n). At the lower
bound, for 2nx = m(n), remembering the upper limit
of the summation M(n) = n − (2 + nmod 2), one has

2ny = 2n − 2nx = n − n mod 2 > M(n) so that all the

B(2n)
2q terms disappear allowing to compute the coefficient

A(2n) as

A(2n) (`) =

∑
ea∈G` (exa)

n+n mod 2
(eya)

n−n mod 2

(n+ n mod 2− 1)!! (n− n mod 2− 1)!!
.

(E7)
For 2n −M(n) ≤ 2q < 2n the coefficients B(2n)

2q can be
computed as

B(2n)
2q (`) =

∑
ea∈G`

(exa)
2q

(eya)
2n−2q

−A(2n) (`) (2q − 1)!! (2n− 2q − 1)!!,

(E8)

while in the limiting case 2q = 2n one has

B(2n)
2n (`) =

∑
ea∈G`

(exa)
2n −A(2n) (`) (2n− 1)!!

−
M(n)/2∑
k=1

B(2n)
2n−2k (`) Z

(2n)
2n−2k.

(E9)

The above equations can be solved by first computing
the value of the coefficient A(2n)(`) in Eq. (E7), which

in turn allows to compute any of the coefficients B(2n)
2q (`)

as in Eq. (E8). Once computed the above values one can

finally evaluate the remaining B(2n)
2n (`) as in Eq. (E9).

Appendix F: Forcing Isotropy Comparison

Let us now connect the results in Appendix E to the
previous literature on the forcing isotropy [19, 20, 34]. In-
deed, we defined the forcing isotropy conditions {I2n,k =
0}, according to our new parametrization, in Eq. (E4) as{

I2n,k =
∑
`

B(2n)
2n−2k (`)W (`) = 0

}
, (F1)

which can be explicitly written once all the coefficients

B(2n)
2n−2k (`) are computed according to Eqs. (E7), (E8)

and (E9). However, the above conditions do not have
the same form as those reported in [19], where the
isotropy is obtained by requiring that the sum, over
all groups,

∑
ea∈GW

(
|ea|2

)
(exa)

2nx (eya)
2ny , only yield

isotropic contributions. Such request is expressed by the
following sequence of ratios [19]
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∑
ea∈G

W
(
|ea|2

)
(exa)

m(n)+2
(eya)

2n−m(n)−2
/
∑
ea∈G

W
(
|ea|2

)
(exa)

m(n)
(eya)

2n−m(n)
=

[m (n) + 1]!! [2n−m (n)− 3]!!

[m (n)− 1]!! [2n−m (n)− 1]!!∑
ea∈G

W
(
|ea|2

)
(exa)

m(n)+4
(eya)

2n−m(n)−4
/
∑
ea∈G

W
(
|ea|2

)
(exa)

m(n)+2
(eya)

2n−m(n)−2
=

[m (n) + 3]!! [2n−m (n)− 5]!!

[m (n) + 1]!! [2n−m (n)− 3]!!

...∑
ea∈G

W
(
|ea|2

)
(exa)

2n
/
∑
ea∈G

W
(
|ea|2

)
(exa)

2n−2
(eya)

2
=

(2n− 1)!!

(2n− 3)!!

(F2)
Equations in (F2) must then be linear combinations of those in (F1). Such combinations can be computed by
straightforward (although tedious) manipulations. We report now, in the same order, the isotropy conditions in

Eq. (F2), expressed in terms of the coefficients B(2n)
2n−2k of the new parametrization

∑
`

W (`)B(2n)
2n−M(n) (`) = 0, for M (n) > 0

∑
`

W (`)

[
B(2n)

2q+2 (`)− (2q + 1)

(2n− 2q − 1)
B(2n)

2q (`)

]
= 0, for M (n) > 0 and 2n−M (n) ≤ 2q < 2n

∑
`

W (`)

B(2n)
2n (`) + θ (M (n))

(
Z

(2n)
2n−2 − 2n+ 1

)
B(2n)

2n−2 (`) + θ (M (n)− 2)

M(n)/2∑
k=2

Z
(2n)
2n−2kB

(2n)
2n−2k (`)

 = 0

(F3)

Each equation involves a combination of our new

isotropy conditions I2n,k =
∑
` B

(2n)
2n−2kW (`) = 0,

proving the linear dependence of Eq. (F1) and
Eq. (F2). In the Jupyter notebook [61] relative
to this paper, accessible on the github repository
https://github.com/lullimat/idea.deploy [55–62], it is
possible to find the comparison of Eq. (F3) against
Eq. (F2) for multi-range forcing schemes up to the 14-
th isotropy order.

As an aside, the above analysis allows to compute the
number of equations Neq needed to satisfy the isotropy
conditions at the 2n-th order, which is simply given by
Neq(2n) = (2n−m(n))/2 = (n− n mod 2)/2, i.e. by the
difference between the maximum values of 2nx = 2n and

the minimum 2nx = m(n), divided by 2 since only even
changes in 2nx would yield a non-zero result. Hence, the
total number of weights Nw required to obtain isotropy
at the 2n-th order is given by the following equation

Nw−1 =
1

2

n∑
k=2

[2k−m(k)] =
1

2

n∑
k=2

(k−k mod 2), (F4)

where with −1 we are indicating that one of the equa-
tions is typically used to set the value of the second order
isotropy constant e2. This is the common practice, even
though this is not necessary from the mathematical point
of view.
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A. Narváez, B. D. Jones, J. R. Williams, A. J. Valoc-
chi, and J. Harting, Computational Geosciences 20, 777
(2016), ISSN 1420-0597, 1404.7523, URL http://link.

springer.com/10.1007/s10596-015-9542-3.
[30] X. Xue, M. Sbragaglia, L. Biferale, and F. Toschi, Phys-

ical Review E 98, 012802 (2018), ISSN 2470-0045, URL
https://doi.org/10.1103/PhysRevE.98.012802.

[31] F. Milan, M. Sbragaglia, L. Biferale, and F. Toschi, The
European Physical Journal E 41, 6 (2018), ISSN 1292-
8941, 1711.05498, URL http://link.springer.com/10.

1140/epje/i2018-11613-0.
[32] D. Chiappini, M. Sbragaglia, X. Xue, and G. Fal-

cucci, Physical Review E 99, 053305 (2019), ISSN
2470-0045, URL https://link.aps.org/doi/10.1103/

PhysRevE.99.053305.
[33] C. S. From, E. Sauret, S. A. Galindo-Torres, and

Y. T. Gu, Physical Review E 99, 063318 (2019), ISSN
2470-0045, URL https://link.aps.org/doi/10.1103/

PhysRevE.99.063318.
[34] X. Shan, Physical Review E 73, 047701 (2006), ISSN

1539-3755, URL https://link.aps.org/doi/10.1103/

PhysRevE.73.047701.
[35] G. Falcucci, S. Ubertini, and S. Succi, Soft Matter 6,

4357 (2010), ISSN 1744-683X, URL http://xlink.rsc.

org/?DOI=c002974b.
[36] G. Falcucci, S. Chibbaro, S. Succi, X. Shan, and H. Chen,

EPL (Europhysics Letters) 82, 24005 (2008), ISSN 0295-
5075, URL https://iopscience.iop.org/article/10.

1209/0295-5075/82/24005.
[37] R. Benzi, M. Sbragaglia, S. Succi, M. Bernaschi,

and S. Chibbaro, The Journal of Chemical
Physics 131, 104903 (2009), ISSN 00219606, URL
http://scitation.aip.org/content/aip/journal/

jcp/131/10/10.1063/1.3216105.
[38] M. Sbragaglia, R. Benzi, M. Bernaschi, and S. Succi, Soft

Matter 8, 10773 (2012), ISSN 1744-683X, URL http:

//xlink.rsc.org/?DOI=c2sm26167g.
[39] R. Benzi, M. Bernaschi, M. Sbragaglia, and S. Succi, EPL

(Europhysics Letters) 104, 48006 (2013), ISSN 0295-
5075, URL https://iopscience.iop.org/article/10.

1209/0295-5075/104/48006.
[40] C. E. Colosqui, G. Falcucci, S. Ubertini, and S. Succi,

Soft Matter 8, 3798 (2012), ISSN 1744-683X, URL http:

//xlink.rsc.org/?DOI=c2sm06353k.
[41] Q. Li and K. H. Luo, Physical Review E 88, 053307

(2013), ISSN 1539-3755, URL https://link.aps.org/

doi/10.1103/PhysRevE.88.053307.
[42] M. Sbragaglia and X. Shan, Physical Review E 84,

036703 (2011), ISSN 1539-3755, URL https://link.

aps.org/doi/10.1103/PhysRevE.84.036703.
[43] S. Khajepor, J. Wen, and B. Chen, Physical Review E

91, 023301 (2015), ISSN 1539-3755, URL https://link.

aps.org/doi/10.1103/PhysRevE.91.023301.
[44] X. Shan, Physical Review E 77, 066702 (2008), ISSN

1539-3755, URL https://link.aps.org/doi/10.1103/

PhysRevE.77.066702.
[45] G. Falcucci, E. Jannelli, S. Ubertini, and S. Succi, Jour-

nal of Fluid Mechanics 728, 362 (2013), ISSN 0022-1120,
URL https://www.cambridge.org/core/product/

identifier/S0022112013002711/type/journal_

article.
[46] R. C. Tolman, The Journal of Chemical Physics 17, 333

https://link.aps.org/doi/10.1103/PhysRevE.47.1815
https://link.aps.org/doi/10.1103/PhysRevE.47.1815
https://link.aps.org/doi/10.1103/PhysRevE.49.2941
https://link.aps.org/doi/10.1103/PhysRevE.49.2941
https://link.aps.org/doi/10.1103/PhysRevLett.75.830
https://link.aps.org/doi/10.1103/PhysRevLett.75.830
https://link.aps.org/doi/10.1103/PhysRevE.54.5041
https://link.aps.org/doi/10.1103/PhysRevE.54.5041
http://link.springer.com/10.1007/BF02179985
http://link.springer.com/10.1007/BF02179985
https://link.aps.org/doi/10.1103/PhysRevE.54.3614
https://link.aps.org/doi/10.1103/PhysRevE.54.3614
http://aip.scitation.org/doi/10.1063/1.2187070
http://aip.scitation.org/doi/10.1063/1.2187070
https://link.aps.org/doi/10.1103/PhysRevE.75.026702
https://link.aps.org/doi/10.1103/PhysRevE.75.026702
https://global-sci.org/intro/article_detail/cicp/7939.html
https://global-sci.org/intro/article_detail/cicp/7939.html
https://link.aps.org/doi/10.1103/PhysRevLett.100.246001
https://link.aps.org/doi/10.1103/PhysRevLett.100.246001
https://iopscience.iop.org/article/10.1209/0295-5075/81/66005
https://iopscience.iop.org/article/10.1209/0295-5075/81/66005
https://link.aps.org/doi/10.1103/PhysRevE.84.046710
https://link.aps.org/doi/10.1103/PhysRevE.84.046710
https://link.aps.org/doi/10.1103/PhysRevE.83.046707
https://link.aps.org/doi/10.1103/PhysRevE.83.046707
http://xlink.rsc.org/?DOI=c2sm25209k
http://xlink.rsc.org/?DOI=c2sm25209k
http://xlink.rsc.org/?DOI=c3sm51556g
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2014.04.032
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2014.04.032
https://link.aps.org/doi/10.1103/PhysRevE.91.023313
https://link.aps.org/doi/10.1103/PhysRevE.91.023313
http://link.springer.com/10.1007/s10596-015-9542-3
http://link.springer.com/10.1007/s10596-015-9542-3
https://doi.org/10.1103/PhysRevE.98.012802
http://link.springer.com/10.1140/epje/i2018-11613-0
http://link.springer.com/10.1140/epje/i2018-11613-0
https://link.aps.org/doi/10.1103/PhysRevE.99.053305
https://link.aps.org/doi/10.1103/PhysRevE.99.053305
https://link.aps.org/doi/10.1103/PhysRevE.99.063318
https://link.aps.org/doi/10.1103/PhysRevE.99.063318
https://link.aps.org/doi/10.1103/PhysRevE.73.047701
https://link.aps.org/doi/10.1103/PhysRevE.73.047701
http://xlink.rsc.org/?DOI=c002974b
http://xlink.rsc.org/?DOI=c002974b
https://iopscience.iop.org/article/10.1209/0295-5075/82/24005
https://iopscience.iop.org/article/10.1209/0295-5075/82/24005
http://scitation.aip.org/content/aip/journal/jcp/131/10/10.1063/1.3216105
http://scitation.aip.org/content/aip/journal/jcp/131/10/10.1063/1.3216105
http://xlink.rsc.org/?DOI=c2sm26167g
http://xlink.rsc.org/?DOI=c2sm26167g
https://iopscience.iop.org/article/10.1209/0295-5075/104/48006
https://iopscience.iop.org/article/10.1209/0295-5075/104/48006
http://xlink.rsc.org/?DOI=c2sm06353k
http://xlink.rsc.org/?DOI=c2sm06353k
https://link.aps.org/doi/10.1103/PhysRevE.88.053307
https://link.aps.org/doi/10.1103/PhysRevE.88.053307
https://link.aps.org/doi/10.1103/PhysRevE.84.036703
https://link.aps.org/doi/10.1103/PhysRevE.84.036703
https://link.aps.org/doi/10.1103/PhysRevE.91.023301
https://link.aps.org/doi/10.1103/PhysRevE.91.023301
https://link.aps.org/doi/10.1103/PhysRevE.77.066702
https://link.aps.org/doi/10.1103/PhysRevE.77.066702
https://www.cambridge.org/core/product/identifier/S0022112013002711/type/journal_article
https://www.cambridge.org/core/product/identifier/S0022112013002711/type/journal_article
https://www.cambridge.org/core/product/identifier/S0022112013002711/type/journal_article


25

(1949), ISSN 0021-9606, URL http://aip.scitation.

org/doi/10.1063/1.1747247.
[47] J. S. Rowlinson and B. Widom, Molecular Theory of Cap-

illarity (Clarendon, Oxford, 1982).
[48] E. M. Blokhuis and D. Bedeaux, Physica A: Statis-

tical Mechanics and its Applications 184, 42 (1992),
ISSN 03784371, URL https://linkinghub.elsevier.

com/retrieve/pii/037843719290157L.
[49] E. M. Blokhuis and J. Kuipers, The Journal of Chemical

Physics 124, 074701 (2006), ISSN 0021-9606, URL http:

//aip.scitation.org/doi/10.1063/1.2167642.
[50] G. Menzl, M. A. Gonzalez, P. Geiger, F. Caupin, J. L. F.

Abascal, C. Valeriani, and C. Dellago, Proceedings of
the National Academy of Sciences 113, 13582 (2016),
ISSN 0027-8424, 1606.03392, URL http://www.pnas.

org/lookup/doi/10.1073/pnas.1608421113.
[51] D. Lohse and A. Prosperetti, Proceedings of the Na-

tional Academy of Sciences 113, 13549 (2016), ISSN
0027-8424, URL http://www.pnas.org/lookup/doi/10.

1073/pnas.1616271113.
[52] A. Aasen, D. Reguera, and Ø. Wilhelmsen, Physical

Review Letters 124, 045701 (2020), ISSN 0031-
9007, URL https://doi.org/10.1103/PhysRevLett.

124.045701https://link.aps.org/doi/10.1103/

PhysRevLett.124.045701.
[53] M. Sbragaglia and D. Belardinelli, Physical Review E 88,

013306 (2013), ISSN 1539-3755, 1305.2547, URL https:

//link.aps.org/doi/10.1103/PhysRevE.88.013306.
[54] C. S. From, E. Sauret, S. A. Galindo-Torres, and

Y. T. Gu, Physical Review E 101, 033303 (2020), ISSN
2470-0045, URL https://link.aps.org/doi/10.1103/

PhysRevE.101.033303.
[55] A. Meurer, C. P. Smith, M. Paprocki, O. Čert´ik, S. B.
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